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Abstract

In this thesis, the derivation of first and second Painlevé hierarchies and their

Hamiltonian structures are studied. The first Painlevé hierarchy is derived from

the Kadomtsev-Petviashvili hierarchy and the linear problem of that first Painlevé

hierarchy is used to derive the Hamiltonian structure of that first Painlevé hierarchy.

In addition, The Modified Korteweg-de Vries hierarchy is derived from the Korteweg-

de Vries hierarchy and the Modified Korteweg-de Vries hierarchy is used to derive a

second Painlevé hierarchy. The linear problem for the second Painlevé hierarchy are

found and the canonical coordinates for it are built. Moreover, the linear problem

is used to drive the Hamiltonian structure of that second Painlevé hierarchy.
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Chapter 1

Introduction

Around the beginning of the twentieth century, the six Painlevé equations (PI-PV I)

were discovered by Painlevé , Gambier and their school [1] , [2] in an investigation of

nonlinear second-order ordinary differential equations whose general solutions can

not be expressed in terms of elementary and classical special functions; thus they

define new transcendental functions.

The six Painlevé equations, PI-PV I , are listed below [1] , [2]

PI : W ′′ = 6W ′ + z,

PII : W ′′ = 2W 3 + zW + α,

PIII : W ′′ =
(W ′)2

W
− 1

z
W ′ + αW 3 +

1

z
(βW 2 + γ) +

δ

W
,

PIV : W ′′ =
(W ′)2

2W
+

3

2
W 3 + 4zW 2 + (2z2 − 2α)W +

β

W
,

PV : W ′′ =
3W − 1

2W (W − 1)
(W ′)2 − 1

z
W ′ +

1

z2
(W − 1)2(αW +

δ

W
) +

γW

z
+
δW (W + 1)

W − 1
,

PV I : W ′′ =
1

2

(
1

W
+

1

W − 1
+

1

W − z

)
(W ′)2 −

(
1

z
+

1

z − 1
+

1

W − z

)
W ′

+
W (W − 1)(W − z)

z2(z2 − 1)

(
αz(z − 1)

(W − z)2
+
β(z − 1)

(W − 1)2
+

γz

W 2
+ δ

)
,
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where α, β, γ and δ are constant parameters and primes denote differentiation with

respect to z.

Painlevé transcendental functions appear in many areas of modern mathematics

and physics and they play the same role in nonlinear problems as the classical special

functions play in linear problems [2] , [3].

Ablowitz and Segur [4] demonstrated a close connection between completely in-

tegrable parial differential equations solvable by inverse scattering method. Flaschka

and Newell [5] introduced the isomonodromy deformation method, which expresses

the Painlevé equation as the compatibility condition of two linear systems of equa-

tions and are studied using Riemann-Hilbert methods [2].

In recent years there is a considerable interest in studying hierarchies of Painlevé

equations. This interest is due to the connection between these hierarchies of

Painlevé equations and completely integrable partial differential equations. A Painlevé

hierarchy is an infinite sequence of nonlinear ordinary differential equations whose

first member is a Painlevé equation. A first Painlevé hierarchy was given by Kudryashov

through the reduction of the Korteweg-de Vries hierarchy [6], and Airault was the

first to derive a second Painlevé hierarchy which obtained by similarity reduction of

the modified Korteweg-de Vries hierarchy [7]. After that, Gordoa, Joshi and Picker-

ing [8] have used non-isospectral scattering problems to derive new second Painlevé

hierarchy and new fourth Painlevé hierarchy [2] , [9].

The Hamiltonian structure of the classical six Painlevé equations was discovered

by Okamoto [10], Jimbo and Miwa [11]. Okamoto use the Hamiltonian structure of

the second Painlevé equations to characterize the action of the Bäcklund transfor-

mations found by Gromak [12] and Lukashevich [13] in terms of affine Weyl groups

and to produce immediately the so called Riccati-type classical solutions of the sec-

ond Painelvé equation [12], [14]. Also several properties of the Yablonskii-Vorobév

polynomials describing the rational solutions were proved using the Hamiltonian for-

mulation [15] . Umemura and Watanabe used the Hamiltonian structure in to prove

the irreducibility of PII [16]. The Hamiltonians for PI−PV I are rederived within the

framework of the Adler-Kostant-Symes theorem and the classical R-matrix approach

on a rational coadjoint orbit in the dual Lg∗ of a loop algebra Lg [17].

In this thesis, our focus will be on the Hamiltonian structure of the first and

second Painlevé hierarchies. This thesis is organized as follows:
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In chapter two we give the basic definition and theorem related to our study.

In chapter three we derive the Korteweg-de Vries hierarchy from the Kadomtsev-

Petviashvili hierarchy. Then we derive the first Painlevé hierarchy from the Korteweg-

de Vries hierarchy.

In chapter four we derive the second Painlevé hierarchy from the Modified

Korteweg-de Vries hierarchy.

In chapter five we derive the Hamiltonian structure for first Painlevé hierarchy.

In chapter six we derive the Hamiltonian structure for the second Painlevé hier-

archy.

4



Chapter 2

Preliminaries

Our aim in this chapter is to review the basic definitions and theorems related to

our study.

Definition 2.1. [18]

(1) Let F (X,U) be a smooth function (infinitely differentiable) of X = (x1, ..., xp),

U = (u1, ..., uq). The total derivative of F is the unique smooth function dF

given by

dF = dx1F + ...+ dxpF,

where dxiF is the xi total derivative of F defined by

dxiF =
∂F

∂xi
+
∂F

∂u1

∂u1

∂xi
+ ...+

∂F

∂uq

∂uq
∂xi

.

(2) The derivations with respect to x is denoted by ∂x and ∂−1
x denotes the inverse

of ∂x ; that is

∂−1
x ∂x = 1 = ∂x∂

−1
x .

Definition 2.2. [18] A pseudo-differential operator is a formal infinite series

D =
n∑

i=−∞

Pi[u]∂ix,

whose coefficients Pi are differential functions. We say that D has order n provided

its leading coefficient Pn[u] is not identically zero.
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Definition 2.3. [19] Let D be pseudo-differential operator. The projection (D)≥0

of D is the part of positive powers of ∂x. Similarly, we use the notation (D)<0 for

the projection of D to the part of negative powers of ∂x.

Definition 2.4. [20] An m-dimensional smooth manifold is a set M , together with

a countable collection of subsets Uα ⊂ M , called coordinate charts, and one-to-one

functions χα : Uα → Vα onto connected open subsets Vα ⊂ Rm which satisfy the

following properties:

1. The coordinate charts cover M :
⋃
α

Uα = M.

2. On the overlap of any pair of coordinate charts Uα ∩ Uβ the composite map

χβ ◦ χ−1
α : χα(Uα ∩ Uβ)→ χβ(Uα ∩ Uβ) is a smooth function.

3. If x ∈ Uα, x̃ ∈ Uβ are distinct points of M , then there exist open subsets

W ⊂ Uα, W̃ ⊂ Uβ, with χα(x) ∈ W, χβ(x̃) ∈ W̃ , satisfying

χ−1
α (W ) ∩ χ−1

β (W̃ ) = φ.

Example 2.5. [18] The simplest m-dimensional smooth manifold is just the Eu-

clidean space Rm itself. There is a single coordinate chart U = Rm, with local

coordinate map given by the identity: χ = I : Rm → Rm. More generally, any open

subset U ⊂ Rm is an m-dimensional manifold with a single coordinate chart given

by U itself, with local coordinate map the identity again .

Definition 2.6. [21] A Lie group is a group G which is at the same time a differen-

tiable manifold, and such that the group operation (g, h)→ gh−1 is differentiable.

Definition 2.7. [22] A Lie algebra g is a vector space with a bilinear map

[, ] : g× g→ g

which is skew-symmetric

[X, Y ] = −[Y,X], ∀X, Y ∈ g

and satisfies Jacobi identity

[X, [Y, Z]] + [Z, [X, Y ]] + [Y, [Z,X]] = 0, ∀X, Y, Z ∈ g.
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Definition 2.8. [23] A symplectic structure ω on a smooth manifold M is given by

a bilinear form ω : M ×M −→ R which satisfy the following properties

1. Skew-symmetric: ω(u, v) = −ω(v, u) for all u, v ∈M.

2. Totally isotropic: ω(v, v) = 0 for all v ∈M.

3. Nondegenerate: if ω(u, v) = 0 for all v ∈M then u = 0.

Definition 2.9. [23] A symplectic manifold is a pair (M,ω) consisting of a smooth

manifold M of even dimension, dimM = 2n, and a symplectic structure ω.

Example 2.10. [19] Consider the smooth manifold R2n. For any coordinate

(p1, ..., pn, q1, ..., qn) ∈ R2n, we defined the symplectic structure ω by

ω =
n∑
i=1

dpi ∧ dqi, which is called the standard symplectic structure on R2n, where

(dpi ∧ dqi)(ζ1, ζ2) =

∣∣∣∣∣ dpi(ζ1) dqi(ζ1)

dpi(ζ2) dqi(ζ2)

∣∣∣∣∣ , for all ζ1, ζ2 ∈ R2n.

Definition 2.11. [24] , [20] Let M be a smooth manifold.

1. The set of all tangent vector at x ∈ M is a vector space called the tangent

space to M at x, and it is denoted by TxM .

2. The dual space to tangent space TxM , the vector space of all linear functions

f : TxM → R is called the cotangent space at x, and it is denoted by T ∗xM.

3. The collection (union) of all tangent spaces at all points of M is called the

tangent bundle of M and it denoted by TM ; that is

TM =
⋃
x∈M

TxM.

4. The collection (union) of all cotangent spaces at all points of M is called the

cotangent bundle of M and it denoted by T ∗M ; that is

T ∗M =
⋃
x∈M

T ∗xM.

Definition 2.12. [25] Assume M is an n-dimensional manifold. A vector field on

M is a function v that associates with every point x ∈M a vector v(x) ∈ TxM .
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Definition 2.13. [25] Suppose that (M,ω) is a symplectic manifold. Then there is

a bundle isomorphism ω : TM → T ∗M, between the tangent bundle TM and the

cotangent bundle T ∗M , with the inverse Ω : T ∗M → TM, Ω = ω−1.

Definition 2.14. [23] Let H ∈ C∞(M), the vector space of smooth functions from

M to R, the Hamiltonian vector field of H is the smooth vector field XH defined by

dH(Y ) = ω(XH , Y ).

Definition 2.15. [25]

1. An open cover of a given subset of a topological space X is a collection of open

sets of X whose union contains a given subset.

2. A topological space X is compact if every open cover of X has a finite subcover.

3. A compact manifold is a manifold that is compact as a topological space.

Definition 2.16. [23] For any finite dimensional compact smooth manifold M ,

let Map(M ;G) denote the group of smooth maps M → G, where G is a finite

dimensional Lie group. Then Map(M ;G) is an infinite dimensional Lie group. If

M = S1 then Map(S1;G) is called the loop group of G and denoted by LG. The Lie

algebra of Map(M ;G) is clearly Map(X; g). If M = S1 then Map(S1; g) is called

the loop algebra and denoted by Lg .

Definition 2.17. [19] Let G be a lie group and M be a manifold . We say that G

is an action group on M if there exists a map

• : G×M →M,

(g, p)→ g • p

such that

1. e • p = p for all p ∈M , where e is the identity of G.

2. g2 • (g1 • p) = (g2g1)•p for all g2, g1 ∈ G and p ∈M .

Definition 2.18. [19] Let G be a Lie group that act on a manifold M . The orbit

of a point x ∈M is ϕx = {g • x|g ∈M}.
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Definition 2.19. [21] Let G be a connected Lie group with Lie algebra g. The

group G acts on g by the adjoint action denoted by Ad:

(Adg)(X) = gXg−1, g ∈ G, X ∈ g.

Similarly, the coadjoint action of G on the dual g∗ of the Lie algebra g is Ad∗ defined

by:

(Ad∗g Ξ)(X) = Ξ(Adg−1(X)), g ∈ G, X ∈ g, Ξ ∈ g∗.

Definition 2.20. [27] Let g∗ be the dual space of lie algebra g and Ξ ∈ g∗. The

coadjoint orbits of Ξ is given by ϕΞ := {ad∗XΞ|X ∈ g}.

Theorem 2.21. (Kirillov-Kostant-Souriau) [18] Let g∗ be the dual space of Lie

algebra g. Suppose that Ξ ∈ g∗ and ϕΞ is the coadjoint orbit of Ξ. Then ϕΞ carries

a symplectic structure .

Theorem 2.22. [18] The orbits of the co-adjoint representation of G are even-

dimensional submanifolds of g∗ .

Definition 2.23. [25] The Poisson bracket of two functions f, g of the variables

(p1, p2, ..., pn, q1, q2, ..., qn) is given by

{f, g} =
n∑
i=1

∂f

∂pi

∂g

∂qi
− ∂f

∂qi

∂g

∂pi
.

Definition 2.24. [18] A Poisson bracket on a smooth manifold M is an operation

that assigns a smooth real-valued function {F,H} on M to each pair F,H of smooth,

real-valued functions, with the basic properties:

(a) Bilinearity:
{cF + c ′P,H} = c{F,H}+ c ′{P,H},
{F, c H + c ′P} = c{F,H}+ c ′{F, P},

for constants c, c ′ ∈ R,

(b) Skew-Symmetry: {F,H}=-{H,F},

(c) Jacobi Identity: {{F,H}, P}+ {{P, F}, H}+ {{H,P}, F} = 0,

(d) Leibniz’ Rule: {F,H · P} = {F,H} · P +H · {F, P} .
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Chapter 3

First Painlevé hierarchy

In this chapter, we will derive Korteweg-de Vries hierarchy from the Kadomtsev-

Petviashvili hierarchy and then we derive a first Painlevé hierarchy from Korteweg-

de Vries hierarchy [19].

3.1 Korteweg-de Vries hierarchy from Kadomtsev-

Petviashvili hierarchy

Consider the Lax operator of the Kadomtsev-Petviashvili (KP) hierarchy

L = ∂x + u2∂
−1
x + u3∂

−2
x + · · · . (3.1)

The operator L obeys the Lax equation of the KP hierarchy

∂nL = [Bn, L], Bn = (Ln)≥0
, (3.2)

where ∂n = ∂/∂tn, n ∈ N, and the commutator Bn, L denote byC [Bn, L] = BnL−
LBn. In equation (3.2), when n = 1, we take t1 = x [26].

Definition 3.1. Let q and p be a pair of coprime positive integers. The string

equation of type (q, p) takes the commutator form

[Q,P ] = 1 (3.3)

for a pair of ordinary differential operators

Q = ∂qx + g2∂
q−2
x + ...+ gq, P = ∂px + f2∂

p−2
x + ...+ fp.
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We can derive the Korteweg-de Vries (KdV) hierarchy from the KP hierarchy (3.2)

under the condition

(L2)<0 = 0. (3.4)

Let

Q = L2. (3.5)

Using equation (3.1), we obtain

L2(f) = L(Lf)

= (∂x + u2∂
−1
x + u3∂

−2
x + u4∂

−3
x ....)(fx + u2∂

−1
x f + u3∂

−2
x f + ....)

= fxx + ∂xu2∂
−1
x f + u2f + ∂x(u3∂

−2
x f + u4∂

−3
x f + ....)

+ u2f + u2∂
−1
x (u2∂

−1
x f + u3∂

−2
x f + ....)

+ u3∂
−2
x (fx + u2∂

−1
x f + u3∂

−2
x f + ....)

+ u4∂
−2
x (fx + u2∂

−1
x f + u3∂

−2
x f + ...).

Using the constraint (3.4), we obtain

Q(f) = (L2(f))≥0
= fxx + 2u2f.

Thus we have

Q = ∂2
x + u, where u = 2u2. (3.6)

Proposition 3.2. All even flows are trivial in the sense that

∂2nL = [L2n, L] = 0.

Proof. By equation(3.2), we have

∂2nL = [B2n, L], B2n = (L2n)≥0
= ((L2)n)≥0

.

Substituting L2n = (L2n)<0 + (L2n)≥0
into [L2n, L] and using the linearity of [ , ], we

have

[L2n, L] = [(L2n)<0 , L] + [(L2n)≥0
, L]. (3.7)

By equation (3.7), we have

∂2nL = [(L2n)≥0
, L] = [L2n, L]− [(L2n)<0 , L].

Now the constraint (3.4), (L2)<0 = 0, implies

(L2n)<0 = ((L2)n)<0 = ((L2)<0)
n = 0,

11



and hence

[(L2n)<0 , L] = 0.

Since L2 and L are commute, then we obtain

∂2nL = [L2n, L] = (L2n)L− L(L2n) = 0.

We will show that the Lax equation for the KP hierarchy (3.2) under the condi-

tion of equation (3.4) reduces to the Lax equations of the KdV hierarchy

∂2n+1Q = [B2n+1, Q], B2n+1 = (L2n+1)≥0
= (Qn+ 1

2 )≥0
. (3.8)

Let

φ = 1 +
∞∑
i=1

ui∂
−1, ∂nφ = −(φ∂nφ−1)<0φ, L = φ∂φ−1. (3.9)

Using (3.9), we obtain

∂2n+1L
2 = ∂2n+1[φ∂φ−1φ∂φ−1]

= ∂2n+1[φ∂2φ−1]

= (∂2n+1φ)∂2φ−1 + φ∂2n+1(∂2φ−1)

= (∂2n+1φ)∂2φ−1 + φ∂2(∂2n+1φ
−1)

Since ∂2n+1 and ∂2 commute, we obtain

∂2n+1L
2 = (∂2n+1φ)∂2φ−1 + φ∂2∂2n+1φ

−1.

Equation (3.9) and ∂2n+1φ
−1 = φ−1(φ∂2n+1φ−1)<0 implies

∂2n+1L
2 = −(φ∂2n+1φ−1)<0φ∂

2φ−1 + φ∂2φ−1(φ∂2n+1φ−1)<0 .

Since L2 = φ∂2φ−1, L2n+1 = φ∂2n+1φ−1, we have

∂2n+1L
2 = −(L2n+1)<0L

2 + L2(L2n+1)<0

= −[(L2n+1)<0 , L
2].

Since L2n+1 = (L2n+1)≥0
+ (L2n+1)<0 and [ , ] is linear, we have

∂2n+1L
2 = −[L2n+1, L2] + [(L2n+1)≥0

, L2].

12



Since L2n+1 and L2 commute, we obtain

∂2n+1L
2 = [(L2n+1)≥0

, L2]

= [(Qn+ 1
2 )≥0

, Q]

= [B2n+1, Q], B2n+1 = (Qn+ 1
2 )≥0

.

or

∂2n+1Q = [B2n+1, Q].

Define:

2Rn+1,x = [B2n+1, Q], (3.10)

where Rn,x is the derivative of Rn with respect to x.

Note that

R0 = 1, R1 =
u

2
, R2 =

1

8
uxx +

3

8
u2, R3 =

1

32
uxxxx +

3

16
uuxx +

5

32
u2
x +

5

16
u3, · · · .

(3.11)

If we choose P to be a linear combination of B2n+1 as

P = B2g+1 + c1B2g−1 + ...+ cgB1 (3.12)

with constant coefficients c1, c2, ..., cg in equation (3.3), we have

[Q,P ] = −[P,Q] = −[B2g+1 + c1B2g−1 + ...+ cgB1, Q].

By linearity of [ , ], we have

[Q,P ] = −[B2g+1, Q]− c1[B2g−1, Q]− ...− cg[B1, Q].

From equation (3.10), we obtain

[Q,P ] = −2Rg+1,x − 2c1Rg,x − ...− cg2R1,x.

Using equation (3.3), we have

2Rg+1,x + 2c1Rg,x + ...+ cg2R1,x + 1 = 0. (3.13)

Integrating equation (3.13) with respect to x, we obtain

2Rg+1 + 2c1Rg + ...+ 2cgR1 + x = 0. (3.14)

Equation (3.14) is the first Painlevé hierarchy.

13



By equation (3.10), equation (3.8) and equation (3.6), we have

2R2n+1,x = [B2n+1, Q]

= ∂2n+1Q

= ∂2n+1(∂2
x + u)

= ∂2n+1∂
2
x + ∂2n+1u.

Since ∂2n+1∂
2
x = 0,

∂2n+1u = 2R2n+1,x, (3.15)

which is the evolution equation for u.

14



3.2 Orlov-Schulman operator

In this section, we will define the Orlov-Schulman operator and the dressing opera-

tor and we will derive the relation between them .

The Orlov-Schulman operator is an infinite-order pseudo-differential operator of the

form

M =
∞∑
n=2

ntnL
n−1 + x+

∞∑
n=1

vnL
−n−1, (3.16)

where L was given in (3.1) and vn is constant.

The Orlov-Schulman operator M [19] obeys the Lax equations

∂nM = [Bn,M ], (3.17)

and the commutation relation [19]

[L,M ] = 1. (3.18)

The existence of this operator can be shown by the language of the auxiliary linear

system

Lψ = zψ, ∂nψ = Bnψ, (3.19)

of the KP hierarchy. The solution of the linear system (3.19) has the form [19]

ψ = W exp(xz +
∞∑
n=2

tnz
n), (3.20)

where

W = 1 +
∞∑
j=1

wjz
−j, (3.21)

is a pseudo-differential operator and it is called the dressing operator. The operator

W satisfies the following two equations

∂nW = −(W∂nxW
−1)<0W, (3.22)

and

L = W∂xW
−1, Bn = (W∂nxW

−1)≥0. (3.23)

We can define M as

M = W (
∞∑
n=2

ntn∂
n−1
x + x)W−1, (3.24)

15



which satisfies the foregoing equations (3.17), (3.18) and the auxiliary linear equation

Mψ = ∂zψ. (3.25)
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3.3 First Painlevé hierarchy

In this section, we will derive first Painlevé (PI) hierarchy from the KP hierarchy [19].

The string equation (3.3) is derived from the KP hierarchy under the constraints

(Q)<0 = 0, (P )<0 = 0, (3.26)

on the operators

Q = L2, P =
1

2
ML−1 =

∞∑
n=1

ntnL
n−2 +

∞∑
n=1

vnL
−n−2. (3.27)

The equations (3.26) and (3.27) lead to the following consequences:

1. As it follows from the commutation relation (3.18), the operators P and Q,

obey the commutation relation [Q,P ] = 1.

2. Under the first constraint (3.26), Q becomes the Lax operator ∂2
x + u of the

KdV hierarchy.

Note that in the following equations, we assume that t2 = t4 = ... = 0.

3. The constraint (3.26) and (3.27), imply that P is a differential operator of the

form

P =
1

2
(ML−1)≥0

=
∞∑
n=1

2n+ 1

2
t2n+1B2n+1. (3.28)

By equation (3.1), we have

L−1 = q1∂
−1
x + q2∂

−2
x + q3∂

−3
x + · · · .

It follows that

(L−n−1)≥0
= 0, n = 0, 1, 2, 3, · · · .

By equation (3.27), we have

(1
2
ML−1)≥0

= (
∞∑
n=1

ntnL
n−2)≥0

+ (
∞∑
n=1

vnL
−n−2)≥0

= (
∞∑
n=1

ntnL
n−2)≥0

.
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Setting t2 = t4 = ... = t2n = ... = 0, and using Bn = (Ln)≥0
from constraint (3.28),

we have

(1
2
ML−1)≥0

=
∞∑
n=1

nt2n+1B2n−1.

If we set

t2g+3 =
2

2g + 1
, t2g+5 = t2g+7 = ... = 0,

then the differential operator of equation (3.28) can be rewritten as

P = B2g+1 + c1B2g−1 + c2B2g−3 + ...+ cgB1,

where cn = cn(t) =
2n+ 1

2
t2n+1, n = 1, ....., g.

From the above definition of cg = cg(t), we can compute the first Painlevé hierarchy

.

At g = 1, we have c1 = c1(t) = 3
2
t3.

Substituting c1(t) into equation (3.14), we have

2R2 + 2c1R1 + x = 0.

Substituting R2, R1 from equation (3.10) and setting t3 = 2 into the above equation,

we have
1

4
uxx +

3

4
u2 + 3u+ x = 0,

which is the first Painlevé equation.

Similarly when g = 2, we have

c1(t) =
3

2
t3, c2(t) =

5

2
t5.

Substituting c1(t) and c2(t) into equation (3.14), we have

2R3 + 2c1R2 + 2c2R1 + x = 0.

Substituting R3, R2, R1 from equation (3.10) and setting t3 = 2 into the above

equation, we get

1

16
uxxxx +

3

8
uuxx +

5

16
u2
x +

5

8
u3 +

3t3
8
uxx +

9t3
8
u2 + u+ x = 0,

which is the second number of the first Painlevé hierarchy.

18



4. By equations (3.19) , (3.25) and (3.27), we obtain

QΨ = z2Ψ, PΨ =
1

2
z−1∂zΨ. (3.29)

Substituting λ = z2 into equation (3.29), we have

QΨ = λΨ, PΨ = ∂λΨ. (3.30)

From the KP hierarchy, the string equation (3.3) of type (2,2g+1) along with

g extra commuting flows

∂2n+1Q = [B2n+1, Q], ∂2n+1P = [B2n+1, P ], n = 1, ...., g. (3.31)

The system (3.31) is the PI hierarchy.

By differentiating P with respect to t2n+1 in equation (3.27), we have

∂2n+1P = ∂2n+1(1
2
ML−1)

= 1
2
(∂2n+1M)L−1 + 1

2
M(∂2n+1L

−1).

Using equation (3.17) and ∂2n+1L
−1 = L−1∂2n+1L)L−1 we get

∂2n+1P = 1
2
([B2n+1,M ])L−1 − 1

2
ML−1(∂2n+1L)L−1.

Now equation (3.2), implies that

∂2n+1P = 1
2
([B2n+1,M ])L−1 − 1

2
ML−1[B2n+1, L]L−1)

= 1
2
B2n+1ML−1 − 1

2
MB2n+1L

−1 − PB2n+1 + 1
2
MB2n+1L

−1

= B2n+1P − PB2n+1 = [B2n+1, P ].

19



3.4 Matrix Lax formalism of commuting flows

We will rewrite the PI hierarchy as a 2× 2 matrix Lax equation [19].

The second part of equation (3.19) can be rewritten as

∂2n+1Ψ = Un(λ)Ψ, (3.32)

where

Un(λ) =

(
An(λ) Bn(λ)

Γn(λ) −An(λ)

)
, (3.33)

Ψ =

(
ψ

ψx

)
,

Bn(λ) = Rn(λ),

An(λ) = −1
2
Rn(λ)x,

Γn(λ) = −1
2
Rn(λ)xx + (λ− u)Rn(λ),

(3.34)

Rn(λ) = λn + λn−1ρ1 + λn−2ρ2 + ...+ ρn, n = 0, 1, 2, · · · , (3.35)

where ρi = Ri, = Ri define in equation (3.11). By differentiate Ψ with respect to

t2n+1, we obtain

∂2n+1Ψ = ∂2n+1

(
ψ

ψx

)

=

(
∂2n+1ψ

∂2n+1ψx

)
.

Since ∂x and ∂2n+1 commute, we obtain

∂2n+1Ψ =

(
∂2n+1ψ

∂x∂2n+1ψ

)
.

By equation (3.19), we obtain

∂2n+1Ψ =

(
B2n+1ψ

∂xB2n+1ψ

)
. (3.36)

Defined [19]

B2n+1ψ = Rn(λ)ψx −
1

2
Rn(λ)xψ. (3.37)
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Differentiating equation (3.37) with respect to x, we have

∂x(B2n+1ψ) = ∂x(Rn(λ)ψx − 1
2
Rn(λ)xψ)

= Rn(λ)xψx +Rn(λ)ψxx − 1
2
Rn(λ)xxψ − 1

2
Rn(λ)xψx.

(3.38)

Substituting (λ− u)ψ = ψxx, [19] into equation (3.38), we get

∂x(B2n+1ψ) = Rn(λ)xψx +Rn(λ)(λ− u)ψ − 1
2
Rn(λ)xxψ − 1

2
Rn(λ)xψx

= 1
2
Rn(λ)xψx + [Rn(λ)(λ− u)− 1

2
Rn(λ)xx]ψ.

(3.39)

Substituting ∂x(B2n+1ψ) and B2n+1ψ from equations (3.39) and (3.37) into equation

(3.36), we get

∂2n+1Ψ =

(
Rn(λ)ψx − 1

2
Rn(λ)ψ

1
2
Rn(λ)xψx + (Rn(λ)(λ− u)− 1

2
Rn(λ)xx)ψ

)
.

From equation (3.34), we obtain

∂2n+1Ψ =

(
Bn(λ)ψx + An(λ)ψ

−An(λ)ψx + Γn(λ)ψ,

)

=

(
An(λ) Bn(λ)

Γn(λ) −An(λ)

)(
ψ

ψx

)

= Un(λ)Ψ.

In the special case of the equation (3.32) at n = 0 (t1 = x), we obtain

∂1Ψ = ∂xΨ =

(
A0(λ) B0(λ)

Γ0(λ) −A0(λ)

)(
ψ

ψx

)
,

B0(λ) = R0(λ) = 1,

A0(λ) = −1
2
R0(λ)x = 0,

Γ0(λ) = −1
2
R0(λ)xx + (λ− u)R0(λ) = λ− u.

This implies that

∂xΨ =

(
0 1

λ− u 0

)
Ψ. (3.40)

Define:

V (λ) =

(
α(λ) β(λ)

γ(λ) −α(λ)

)
, (3.41)
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where

γ(λ) = α(λ)x + (λ− u)β(λ) = −1
2
β(λ)xx + (λ− u)β(λ),

β(λ) = Rg(λ) + c1(t)Rg−1(λ) + c2(t)Rg−2(λ) + ...+ cg(t)R0(λ),

α(λ) = −1
2
β(λ)x.

(3.42)

The second equation (3.30) can be thus converted to the matrix form

∂λΨ = V (λ)Ψ. (3.43)

Then we can rewrite V (λ) as linear combination of Un(λ) as

V (λ) = Ug(λ) + c1(t)Ug−1(λ) + c2(t)Ug−2(λ) + ...+ cg(t)U0(λ). (3.44)

Substituting β(λ), α(λ), γ(λ) from equation (3.42) into equation (3.41), we have

V (λ) =

(
α(λ) β(λ)

γ(λ) −α(λ)

)
=

(
−1

2
β(λ)x β(λ)

−1
2
β(λ)xx + (λ− u)β(λ) 1

2
β(λ)x)

)
.

The definition of β(λ) in equation (3.42), implies that

V (λ) =


−1

2
Rg(λ)x − 1

2
c1(t)Rg−1(λ)x − ...− 1

2
cg(t)R0(λ)x Rg(λ) + ...+ cg(t)R0(λ)

−1
2
Rg(λ)xx − 1

2
c1(t)Rg−1(λ)xx − ...− 1

2
cg(t)R0(λ)xx

+(λ− u)(Rg(λ) + c1(t)Rg−1 + ...+ cg(t)R0(λ)) 1
2
Rg(λ)x + ...+ 1

2
cg(t)R0(λ)x



=

(
−1

2
Rg(λ)x Rg(λ)

−1
2
Rg(λ)xx + (λ− u)Rg(λ) 1

2
Rg(λ)x

)

+

(
−1

2
c1(t)Rg−1(λ)x c1(t)Rg−1(λ)

−1
2
c1(t)Rg−1(λ)xx + (λ− u)c1(t)Rg−1(λ) 1

2
c1(t)Rg−1(λ)x

)

+ ...+

(
−1

2
cg(t)R0(λ)x cg(t)R0(λ)

−1
2
cg(t)R0(λ)xx + (λ− u)cg(t)R0(λ) 1

2
cg(t)R0(λ)x

)

= Ug(λ) + c1(t)Ug−1(λ) + c2(t)Ug−2(λ) + ...+ cg(t)U0(λ).
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Equations (3.32) and ( 3.43) gives

∂2n+1∂λΨ = ∂2n+1(V (λ)Ψ) = (∂2n+1V (λ))Ψ + V (λ)Un(λ)Ψ. (3.45)

Equation (3.32) and ( 3.43) gives

∂λ∂2n+1Ψ = ∂λ(Un(λ))Ψ + Un(λ)∂λΨ = U ′n(λ)Ψ + Un(λ)V (λ)Ψ. (3.46)

Using ∂λ∂2n+1Ψ = ∂2n+1∂λΨ, equations (3.45) and (3.46), we obtain

[U ′n(λ) + Un(λ)V (λ)− V (λ)Un]Ψ = (∂2n+1V (λ))Ψ.

It follows that

∂2n+1V (λ) = [Un(λ), V (λ)] + U ′n(λ), n = 0, 1, 2, ..., g, (3.47)

where U ′n(λ) = ∂λUn(λ).

Equation (3.47) is the PI hierarchy.

If we take the special case n = 0, (t1 = x), then we find

∂xV (λ) = [U0(λ), V (λ)] + U ′0(λ), U ′0(λ) =

(
0 0

1 0

)
.
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Chapter 4

Second Painlevé Hierarchy

In this chapter, we will derive the Modified Korteweg-de Vries hierarchy from the

Korteweg-de Vries hierarchy. Then we will derive the second Painlevé Hierarchy

from the Modified Korteweg-de Vries hierarchy [9].

4.1 Korteweg-de Vries hierarchy

In this section, we will use the Lenard recursion relation to defined the Korteweg-

de Vries hierarchy. Then we will give the explicit form of the first and the second

members of this hierarchy.

The KdV hierarchy is given by [9]

Ut2n+1 + ∂x`n+1{U} = 0, n ≥ 0 (4.1)

where `n satisfies the Lenard recursion relation

∂x`n+1{U} = (∂xxx + 4U∂x + 2Ux)`n{U}. (4.2)

Now substituting `0{U} = 1
2

into equation (4.2) with n = 0, we find

∂x`1{U} = (∂xxx + 4U∂x + 2Ux)`0{U} = Ux.

Thus integration with respect to x yields

`1{U} = U. (4.3)
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Substituting `1{U} from equation (4.3) into equation (4.1), we obtain the equation

Ut1 + Ux = 0. (4.4)

When n = 1, the Lenard recursion relation (4.2) gives

∂x`2{U} = (∂xxx + 4U∂x + 2Ux)(`1{U})
= (∂xxx + 4U∂x + 2Ux)(U)

= Uxxx + 6UUx.

Integration of both sides with respect to x gives

`2{U} = Uxx + 3U2. (4.5)

Substituting `1{U} from equation (4.5) into equation (4.1), we have the KdV equa-

tion

Ut3 + 6UUx + Uxxx = 0. (4.6)

When n = 2, the Lenard recursion relation (4.2) reads

∂x`3{U} = (∂xxx + 4U∂x + 2Ux)`2{U}
= (∂xxx + 4U∂x + 2Ux)(Uxx + 3U2)

= U5x + 10UUxxx + 20UxUxx + 30U2Ux

where U5x is the fifth order derivative of U with respect to x. As a result, we get

`3{U} = U4x + 10U3 + 5U2
x + 10UUxx. (4.7)

Substituting `3{U} from equation (4.7) into equation (4.1), then the KdV hierarchy

gives

Ut5 + U5x + 10UUxxx + 20UxUxx + 30U2Ux = 0, (4.8)

25



4.2 Modified Korteweg-de Vries hierarchy

In this section, we will derive the Modified Korteweg-de Vries hierarchy from KdV

hierarchy.

Under the map U(x, t) = Wx(x, t)−W 2(x, t), the KdV equation (4.6) becomes

∂t(Wx −W 2) + 6(Wx −W 2)(Wx −W 2)x + (Wx −W 2)xxx = 0. (4.9)

Equation (4.9) can be written explicitly as

Wxt − 2WWt + 6WxWxx − 6W 2Wxx − 12WW 2
x + 12W 3Wx +Wxxxx

− 6WxWxx − 2WWxxx = 0.
(4.10)

We note that equation (4.10) is equivalent to the equation

(∂x − 2W )Wt − 6(∂x − 2W )W 2Wx + (∂x − 2W )Wxxx) = 0,

or

(∂x − 2W )(Wt − 6W 2Wx +Wxxx) = 0. (4.11)

Therefore, if W (x, t) satisfies the modified Korteweg-de Vries (MKdV) equation

Wt − 6W 2Wx +Wxxx = 0, (4.12)

then U = Wx −W 2 satisfies the KdV equation (4.6).

Now we will generalize this result to the KdV hierarchy.

Substituting U = Wx −W 2 into equation (4.1), we have

∂t2n+1 [Wx −W 2] + ∂x`n+1{Wx −W 2} = 0. (4.13)

Using equation (4.2), we can compute ∂x`n+1{Wx −W 2} as follows:

∂x`n+1{Wx −W 2} = (∂xxx + 4(Wx −W 2)∂x + 2(Wx −W 2)x)(`n{Wx −W 2})
= ∂x(∂xx`n{Wx −W 2}) + 4Wx∂x`n{Wx −W 2} − 4W 2∂x`n{Wx −W 2}
+ 2Wxx`n{Wx −W 2} − 4WWx`n{Wx −W 2}.

It follows that

∂x`n+1{Wx−W 2} = (∂x−2W )(∂xx`n{Wx−W 2}+2W∂x`n{Wx−W 2}+2Wx`n{Wx−W 2}).
(4.14)
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Substituting ∂x`n+1{Wx −W 2} from equation (4.14) into equation (4.13), we have

∂t2n+1(Wx−W 2)+(∂x−2W )(∂xx`n{Wx−W 2}+2W∂x`n{Wx−W 2}+2Wx`n{Wx−W 2}) = 0,

or

∂x∂t2n+1W − 2W∂t2n+1W + (∂x − 2W )(∂xx`n{Wx −W 2}+ 2W∂x`n{Wx −W 2}
+ 2Wx`n{Wx −W 2}) = 0.

(4.15)

We note

∂t2n+1(Wx −W 2) = ∂x∂t2n+1W − 2W∂t2n+1W = (∂x − 2W )∂t2n+1W.

Thus equation (4.15) can be written as

(∂x − 2W )(∂t2n+1W + ∂xx`n + 2W∂x`n + 2Wx`n) = 0. (4.16)

Equation (4.16) implies that

∂t2n+1W + ∂x(∂x + 2W )`n(Wx −W 2) = 0, (4.17)

which is the MKdV hierarchy.

At n=1, we obtain equitation (4.12).
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4.3 Second Painlevé hierarchy

In this section, we will derive the second Painlevé hierarchy from the MKdV hier-

archy.

Let `n be given by equation (4.2) and let ˆ̀
n be given by

∂z ˆ̀
n+1{Vz − V 2} = [∂zzz + (4Vz − V 2)∂z + 2∂z(Vz − V 2)] ˆ̀

n{Vz − V 2}. (4.18)

Substituting

W (x, t3) =
V (z)

(3t3)
1
3

, z =
x

(3t3)
1
3

into the MKdV equation (4.12) with t = t3, we have

−V 8(z)x

(3t3)
5
3

− V (z)

(3t3)
4
3

− 6V 2(z)V 8(z)

(3t3)
4
3

+
V 888(z)

(3t3)
4
3

= 0. (4.19)

Multiplying equation (4.19) by (3t3)
4
3 and substituting z =

x

(3t3)
1
3

into equation

(4.19), we obtain

V 888(z)− 6V 2(z)V 8(z)− zV 8(z)− V (z) = 0. (4.20)

Integrating equation (4.20) with respect to z, we get the second Painlevé equation

(PII)

V 88(z) = 2V 3(z) + zV (z) + α1, (4.21)

where α1 is a constant.

Now we use the substitutions

W (x, t2n+1) =
V (z)

((2n+ 1)t2n+1)
1

2n+1

, z =
x

((2n+ 1)t2n+1)
1

2n+1

, (4.22)

to compute the second Painlevé hierarchy. Using equation (4.22), we can compute

Wx −W 2 and obtain

Wx −W 2 =
V 8 − V 2(z)

((2n+ 1)t2n+1)
2

2n+1

. (4.23)
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Moreover

Wt2n+1 =

−xV 8(z)

(2n+ 1)t2n+1

− V

((2n+ 1)t2n+1)
2n

2n+1

((2n+ 1)t2n+1)
2

2n+1

=
−V (z)

((2n+ 1)t2n+1)
2n+2
2n+1

− V 8(z)z

((2n+ 1)t2n+1)
2n+2
2n+1

.

(4.24)

Lemma 4.1.

`k[U ] =
1

((2n+ 1)t2n+1)
2k

2n+1

ˆ̀
k[V

8 − V 2]. (4.25)

Proof. We will prove this lemma by induction.

If k = 1, equation (4.2) and equation (4.23) imply

`1{U} = U = Wx −W 2 =
V 8(z)− V 2(z)

((2n+ 1)t2n+1)
2

2n+1

.

By the definition of ˆ̀
k, we have

`1{U} =
ˆ̀
1(V 8 − V 2(z))

((2n+ 1)t2n+1)
2

2n+1

.

Thus the relation (4.25) is true for k = 1.

Assume that equation (4.25) is true for k = m; that is

`m[U ] =
1

((2n+ 1)t2n+1)
2m

2n+1

ˆ̀
m[V 8 − V 2]. (4.26)

We want to prove that equation (4.25) is true for k = m+ 1.

Equation (4.22) implies

∂x`m+1[U ] = ∂z`m+1[U ]
dz

dx
=

1

((2n+ 1)t2n+1)
1

2n+1

∂z`m+1[U ]. (4.27)

Moreover, we have

∂3
x + 4U∂x + 2Ux = ∂3

z

(
dz

dx

)3

+ 4(Wx −W 2)∂z
dz

dx
+ 2(Wx −W 2)x.

Thus, using equation (4.23) and equation (4.22), the above equation becomes

∂3
x + 4U∂x + 2Ux =

1

((2n+ 1)t2n+1)
3

2n+1

(
∂3
z + 4[V 8(z)− V 2(z)]∂z + 2[V 8(z)− V 2(z)]z

)
.

(4.28)
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From equations (4.27) , (4.28) and (4.2), we have

∂z`m+1{U} = ((2n+ 1)t2n+1)
1

2n+1 (∂xxx + 4U∂x + 2Ux)`m{U}

=
1

((2n+ 1)t2n+1)
2

2n+1

{∂3
z + 4[V 8(z)− V 2(z)]∂z + 2[V 8(z)− V 2(z)]z}`m{U}.

Substituting `m{U} from equation (4.26) into the above equation, we get

∂z`m+1{U} =
1

((2n+ 1)t2n+1)
2

2n+1

{∂3
z + 4[V 8(z)− V 2(z)]∂z + 2[V 8(z)− V 2(z)]z}

× { 1

((2n+ 1)t2n+1)
2m

2n+1

ˆ̀
m[V 8 − V 2]}

=
1

((2n+ 1)t2n+1)
2m+2
2n+1

∂z ˆ̀
m[V 8 − V 2].

Remark 4.2. We obtain the PII hierarchy by substituting W (z), z and ∂t2n+1W from

equation (4.22) ,(4.23) and (4.24) respectively into equation (4.17). More precisely,

equation (4.17) gives

−V (z)

((2n+ 1)t2n+1)
2n+2
2n+1

− V 8(z)z

((2n+ 1)t2n+1)
2n+2
2n+1

+
1

((2n+ 1)t2n+1)
2

2n+1

(∂z(∂z + 2V )(
1

((2n+ 1)t2n+1)
2n

2n+1

ˆ̀
n[V 8 − V 2]) = 0.

(4.29)

Multiplying equation (4.29) by ((2n+ 1)t2n+1)
2(n+1)
2n+1 , we get

∂z(∂z + 2V ) ˆ̀
n[V 8 − V 2]− V − zV 8 = 0. (4.30)

By integrating equation (4.30) with respect to z, we find the PII hierarchy

(∂z + 2V ) ˆ̀
n[V 8 − V 2] = zV + αn, n ≥ 1, (4.31)

where αn is a constant.

Example 4.3. When n = 1, equation (4.31) becomes

(∂z + 2V ) ˆ̀
1[V 8 − V 2] = zV + α1. (4.32)

Substituting ˆ̀
1[V 8 − V 2] = V 8 − V 2 into equation (4.31), we have

V 88(z) = 2V 3(z) + zV (z) + α1,

which is the first member of the second Painlevé hierarchy.
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Example 4.4. When n = 2, equation (4.31) becomes

(∂z + 2V ) ˆ̀
2[V 8 − V 2] = zV + α2. (4.33)

Substituting ˆ̀
1[V 8 − V 2] = (V 8 − V 2)zz + 3(V 8 − V 2)2 into equation (4.33), we have

(∂z + 2V )[(V 8 − V 2)zz + 3(V 8 − V 2)2] = zV + α2.

This implies

(∂z + 2V )[V 888 − 2(V 8)2 − 2V V 88 + 3(V 8)2 − 6V 8V 2 + 3V 4] = zV + α2.

As a result, we find

V 8888 − 10V 2V 88 − 10V (V 8)2 + 6V 5 = zV + α2,

which is the second member of the second Painlevé hierarchy.
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Chapter 5

The Hamiltonian structure for

first Painlevé hierarchy

In this chapter, we will use the the Mumford system and the Spectral Darboux

coordinates to derive the Hamiltonian structure of first Painlevé hierarchy [19].

5.1 Equation of spectral curve

In this section, we will study some lemmas concerning the KdV hierarchy.

Let V (λ) be a matrix define by

V (λ) =

(
α(λ) β(λ)

γ(λ) −α(λ)

)
, (5.1)

where α(λ), β(λ) and γ(λ) are polynomial of the form

α(λ) = α1λ
g−1 + α2λ

g−2 + ...+ αg,

β(λ) = λg + β1λ
g−1 + ...+ βg,

γ(λ) = λg+1 + γ1λ
g + ...+ γg+1.

We define the spectral curve of the matrix V (λ) by the characteristic equation

det(µI − V (λ)) = µ2 + detV (λ) = 0. (5.2)

We can write equation (5.2) more explicitly in the from

µ2 = h(λ) = α(λ)2 + β(λ)γ(λ). (5.3)
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This implies that h(λ) is polynomial of λ with degree 2g + 1.

We can translate the KdV hierarchy to the isospectral Lax equations

∂2n+1V (λ) = [Un(λ), V (λ)]. (5.4)

Equation (5.4) is called the Mumford system.

Lemma 5.1. There is a 2× 2 matrix

Φ(λ) =

(
1 +O(λ−1) O(λ−1)

w1 +O(λ−1) 1 +O(λ−1)

)

of Laurent series of λ that satisfies the equations

∂2n+1Φ(λ) = Un(λ)Φ(λ)− Φ(λ)λnΛ, n = 1, 2, 3, ..., (5.5)

where Λ =

(
0 1

λ 0

)
, and O(λ−1) = c1λ

−1 + c2λ
−2 + c3λ

−3 + · · · .

Proof. Let Ψ(z) be the special solution of the auxiliary linear equations (3.19). We

can rewrite equations (3.20) as ψ = W (z) exp(ξ(z)), where W (z) is defined by (3.21),

and ξ(z) =
∞∑
n=0

t2n+1z
2n+1.

The associated vector-valued function

Ψ(z) =

(
ψ(z)

ψ(z)x

)
=

(
W (z)

zW (z) +W (z)x

)
exp(ξ(z)) (5.6)

satisfies the auxiliary linear equations (3.32) with λ = z2 and Un defined by equation

(3.33) for all n = 0, 1, 2, · · · . Since λ remains invariant as z −→ −z and Ψ(−z)

is a solution of these linear equations,
(

Ψ(z) Ψ(−z)
)

is also a solution of the

auxiliary linear equations (3.32).

By equation (3.32) and (3.33), we have
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∂2n+1

(
Ψ(z) Ψ(−z)

)
=

(
∂2n+1Ψ(z) ∂2n+1Ψ(−z)

)

=

(
An(λ)ψ(z) +Bn(λ)ψ(z)x An(λ)ψ(−z) +Bn(λ)ψ(−z)x

Γn(λ)ψ(z)− An(λ)ψ(z)x Γn(λ)ψ(−z)x − An(λ)ψ(−z)x

)

=

(
An(λ) Bn(λ)

Γn(λ) −An(λ)

)(
ψ(z) ψ(−z)

ψ(z)x ψ(−z)x

)

= Un(λ)
(

Ψ(z) Ψ(−z)
)
.

If Υ(λ) =
(

Ψ(z) Ψ(−z)
)( 1 1

z −z

)−1

=
(

Ψ(z)+Ψ(−z)
2

Ψ(z)−Ψ(−z)
2z

)
,

then Υ(λ) is a solution of auxiliary linear equation (3.32).

Differentiating Υ(λ) with respect to t2n+1, we have

∂2n+1Υ(λ) =

(
∂2n+1Ψ(z) + ∂2n+1Ψ(−z)

2

∂2n+1Ψ(z)− ∂2n+1Ψ(−z)

2z

)

=

(
An(λ)ψ(z)+Bn(λ)ψ(z)x+An(λ)ψ(−z)+Bn(λ)ψ(−z)x

2
An(λ)(Ψ(z)−Ψ(−z))+Bn(λ)(Ψ(z)−Ψ(−z)x)

2z
Γn(λ)ψ(z)−An(λ)ψ(z)x+Γn(λ)ψ(−z)−An(λ)ψ(−z)x

2
Γn(λ)(Ψ(z)+Ψ(−z))−An(λ)(Ψ(z)−Ψ(−z))

2z

)

=

(
An(λ) Bn(λ)

Γn(λ) −An(λ)

) ψ(z) + ψ(−z)

2

ψ(z)− ψ(−z)

2z
ψ(z)x + ψ(−z)x

2

ψ(z)x − ψ(−z)x
2z

 .

So it follows by equation (3.33), that

∂2n+1Υ(λ) = Un(λ)

(
ψ(z)

2
ψ(z)
2z

ψ(z)x
2

ψ(z)x
2z

)
+ Un(λ)

(
ψ(−z)

2
−ψ(−z)

2z
ψ(−z)x

2
−ψ(−z)x

2z

)

= Un(λ)
(

Ψ(z)+Ψ(−z)
2

Ψ(z)−Ψ(−z)
2z

)
= Un(λ)Υ(λ).

(5.7)

Now we can compute(
1 1

z −z

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)(
1 1

z −z

)−1
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by the definition of the matrix exponential. Thus(
1 1

z −z

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)(
1 1

z −z

)−1

= exp

( 1 1

z −z

)(
ζ(z) 0

0 −ζ(z)

)(
1 1

z −z

)−1


= exp

(
0 ζ(z)

z

zζ(z) 0

)
.

Using the definition of ζ(z) and λ = z2, we have(
1 1

z −z

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)(
1 1

z −z

)−1

= exp

(
0

∑∞
n=0 t2n+1z

2n∑∞
n=0 t2n+1z

2(n+1) 0

)

= exp

(
(
∑∞

n=0 t2n+1)

(
0 λn

λn+1 0

))
.

Since

Λ2n+1 =

(
0 1

λ 0

)2n+1

=

(
0 λn

λn+1 0

)
,

we have(
1 1

z −z

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)(
1 1

z −z

)−1

= exp (
∞∑
n=0

t2n+1Λ2n+1 ) .

(5.8)

Define:

Φ(λ) =

(
W (z) W (−z)

zW (z) −zW (−z) +W (−z)x

)(
1 1

z −z

)−1

. (5.9)

Then using equation (5.6), we obtain(
Ψ(z) Ψ(−z)

)
=

(
W (z) W (−z)

zW (z) +W (z)x −zW (−z) +W (−z)x

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)
.

(5.10)
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Assume that

Υ(λ) = Φ(z)

(
1 1

z −z

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)(
1 1

z −z

)−1

.

Then equation (5.9) and (5.10) give

Υ(λ) =

(
W (z) W (−z)

zW (z) −zW (−z) +W (−z)x

)(
exp(ζ(z)) 0

0 exp(−ζ(z))

)(
1 1

z −z

)−1

=
(

Ψ(z) Ψ(−z)
)( 1 1

z −z

)−1

.

Using equation (5.8), we can rewrite Υ(λ) as

Υ(λ) = Φ(λ) exp (
∞∑
n=0

t2n+1Λ2n+1 ). (5.11)

Thus equation (5.11), implies that

∂2n+1Φ(λ) = (∂2n+1Υ(λ)) exp ( −
∞∑
n=0

t2n+1Λ2n+1 ) + Υ(λ)∂2n+1 exp ( −
∞∑
n=0

t2n+1Λ2n+1 ).

By equation (5.7) and equation (5.11), we have

∂2n+1Φ(λ) = Un(λ)Φ(λ) exp (
∞∑
n=0

t2n+1Λ2n+1 ) exp ( −
∞∑
n=0

t2n+1Λ2n+1 )

+ Φ(λ) exp (
∞∑
n=0

t2n+1Λ2n+1 ) exp ( −
∞∑
n=0

t2n+1Λ2n+1 )(−Λ2n+1).

Since Λ2n+1 = λnΛ, we have

∂2n+1Φ(λ) = Un(λ)Φ(λ)− Φ(λ)λnΛ.

Now will prove that

U(λ) = Φ(λ)ΛΦ(λ)−1 (5.12)

satisfies the lax equation

∂2n+1U = [Un(λ), U(λ)]. (5.13)
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Differentiating equation (5.12) with respect to t2n+1, we have

∂2n+1U(λ) = ∂2n+1(Φ(λ)ΛΦ(λ)−1)

= (∂2n+1Φ(λ))ΛΦ(λ)−1 + Φ(λ)(∂2n+1Λ)Φ(λ)−1

+ Φ(λ)Λ(∂2n+1Φ(λ)−1).

Using equation (5.5), we have

∂2n+1U(λ) = Un(λ)Φ(λ)ΛΦ(λ)−1 − Φ(λ)λnΛ2Φ(λ)−1

− Φ(λ)ΛΦ(λ)−1[Un(λ)Φ(λ)− Φ(λ)λnΛ]Φ(λ)−1.

Using equation (5.12), we obtain

∂2n+1U(λ) = Un(λ)U(λ)− Φ(λ)λnΛ2Φ(λ)−1

− Φ(λ)ΛΦ(λ)−1Un + Φ(λ)ΛλnΛΦ(λ)−1

= Un(λ)U(λ)− U(λ)Un(λ)

= [Un(λ), U(λ)],

and hence we complete the proof.

Lemma 5.2. The matrix elements of

(
A(λ) B(λ)

Γ(λ) −A(λ)

)
are Laurent series of λ of

the form

A(λ) = O(λ−1), B(λ) = 1 +O(λ−1), Γ(λ) = λ+O(λ0), (5.14)

that satisfy the following conditions:

An(λ) = (λnA(λ))≥0,

Bn(λ) = (λnB(λ))≥0,

Γn(λ) = (λnΓ(λ))≥0 −Rn+1, n = 1, 2, 3, · · ·
(5.15)

A(λ)2 +B(λ)Γ(λ) = λ. (5.16)

Proof. From equation (5.12), we have U(λ) = Φ(λ)ΛΦ(λ)−1. Let

Φ(λ) =

(
F (λ) G(λ)

H(λ) F (λ)

)
,

where
F (λ) = 1 + f1λ

−1 + f2λ
−2 + · · · ,

H(λ) = w1 + h1λ
−1 + h2λ

−2 + · · · ,
G(λ) = g1λ

−1 + g2λ
−2 + · · · .

(5.17)
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Then

U(λ) =

(
F (λ) G(λ)

H(λ) F (λ)

)(
0 1

λ 0

)(
F (λ) G(λ)

H(λ) F (λ)

)−1

=
1

F 2 −HG

(
λFG− FH −λG2 + F 2

λF 2 −H2 −λFG+ FH

)
.

Define: A(λ), B(λ) and Γ(λ) as

A(λ) =
λFG− FH
F 2 −HG

,

B(λ) =
−λG2 + F 2

F 2 −HG
,

Γ(λ) =
λF 2 −H2

F 2 −HG
.

Then using equation (5.17), we obtain

B(λ) = 1 + (
g1w − g2

1

2f2 − g1w1

)λ−1 + ... = 1 +O(λ−1),

A(λ) = O(λ−1) if w1 = g1,

Γ(λ) = λ+ (w2
1 − w1g1) + (g1h1 + w1g2 − 2w1h2)λ−1 + ... = λ+O(λ0).

Thus we can write U(λ) as

U(λ) =

(
A(λ) B(λ)

Γ(λ) −A(λ)

)
. (5.18)

We can rewrite (5.5) in the form

Un(λ) = ∂2n+1Φ(λ).Φ(λ)−1 + Φ(λ)λnΛΦ(λ)−1

= ∂2n+1Φ(λ).Φ(λ)−1 + λnU(λ),
(5.19)

and hence we get

(∂2n+1Φ(λ))Φ(λ)−1 = Un(λ)− λnU(λ).

Using equations (3.33) and (5.18), we have

(∂2n+1Φ(λ))Φ(λ)−1 =

(
An(λ)− λnA(λ) Bn(λ)− λnB(λ)

Γn(λ)− λnΓ(λ) −An(λ) + λnA(λ)

)
. (5.20)
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By equation (5.17), we obtain

(∂2n+1Φ(λ))Φ(λ)−1 =

(
O(λ−1) O(λ−1)

∂2n+1w1 +O(λ−1) O(λ−1)

)
. (5.21)

By comparing (5.21) and (5.20) and using ∂2n+1w1 = −Rn+1, we obtain

An(λ)− λnA(λ) = O(λ−1),

Bn(λ)− λnB(λ) = O(λ−1),

Γn(λ)− λnΓ(λ) = O(λ−1)−Rn+1.

(5.22)

Therefore
An(λ) = O(λ−1) + λnA(λ),

Bn(λ) = O(λ−1) + λnB(λ),

Γn(λ) = ∂2n+1w1 +O(λ−1) + λnΓ(λ).

(5.23)

Since the smallest n in equation (3.33) and equation (3.34) is n = 0, we have

An(λ) = [O(λ−1) + λnA(λ)]≥0 = [λnA(λ)]≥0

Bn(λ) = [O(λ−1) + λnB(λ)]≥0 = [λnB(λ)]≥0

Γn(λ) = [O(λ−1) + λnΓ(λ)−Rn+1]≥0 = [λnΓ(λ)]≥0 −Rn+1, n = 1, 2, 3, · · · .

Since det(U(λ)) = det(Φ(λ)ΛΦ(λ)−1), we obtain

A(λ)2+B(λ)Γ(λ) = det(Φ(λ)) det(Λ) det(Φ(λ)−1) = det(Φ(λ)) det(Φ(λ)−1) det(Λ) = λ.

Remark 5.3. Since Bn(λ) is equal to the auxiliary polynomial of Rn(λ) defined in

equation (3.35), the second equation of (5.15) implies that B(λ) is a generating

function of all ρn’s:

B(λ) = 1 + ρ1λ
−1 + ρ2λ

−2 + · · · .

Using equation (5.15), we get

Bn(λ) = λn + λn−1w1 + λn−2w2 + ...+ wn. (5.24)

Substuating Bn(λ) = Rn(λ) in equation (5.24), we have

Bn(λ) = λn + λn−1ρ1 + λn−2ρ2 + ...+ ρn, ρj = wj.

Thus we obtain

B(λ) = 1 +
∞∑
j=0

ρjλ
−j = 1 + ρnλ

−1 + ρnλ
−2 + ... .
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Remark 5.4. In equation (5.13) at n = 0, we have

∂xA(λ) = Γ(λ)− (λ− u)B(λ),

∂xB(λ) = −2A(λ),

∂xΓ(λ) = 2(λ− u)A(λ).

(5.25)

Since t1 = x and U0(λ) =

(
0 1

λ− u 0

)
and by equation (5.13), we have

∂xU(λ) = [U0(λ), U(λ)].

From equation (5.18) and definition of commuttator, we have(
∂xA(λ) ∂xB(λ)

∂xΓ(λ) −∂xA(λ)

)
= U0(λ)U(λ)− U(λ)U0(λ)

=

(
Γ(λ) −A(λ)

(λ− u)A(λ) (λ− u)B(λ)

)
−

(
(λ− u)B(λ) A(λ)

−(λ− u)A(λ) Γ(λ)

)

=

(
Γ(λ)− (λ− u)B(λ) −2A(λ)

2(λ− u)A(λ) (λ− u)B(λ)− Γ(λ)

)
.

Therefore, we have equation (5.25).

The first two equations in (5.25) can be solved in A(λ), Γ(λ) as

A(λ) =
−1

2
B(λ)x, Γ(λ) =

−1

2
B(λ)xx + (λ− u)B(λ). (5.26)

As a result, the third equation of (5.25) can be rewritten as

1

2
B(λ)xx − 2(λ− u)B(λ)x + uxB(λ) = 0. (5.27)

Remark 5.5. Assume that A(λ) and Γ(λ) are defined in equations (5.14), (5.16) and

substituting Γ(λ) from equation (5.26), into equation (5.16), we obtain

(
−1

2
B(λ)x)

2 +B(λ)(
−1

2
(B(λ)xx) + (λ− u)B(λ)) = λ.
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5.2 The structure of h(λ)

In this section, we will study the structure of h(λ) which produced by the spectral

curve of matrix V (λ).

Let us recall equation (3.44), which reads

α(λ) = Ag(λ) + c1(t)Ag−1(λ) + ...cg(t)A0(λ),

β(λ) = Bg(λ) + c1(t)Bg−1(λ) + ...cg(t)B0(λ),

γ(λ) = Γg(λ) + c1(t)Γg−1(λ) + ...cg(t)Γ0(λ).

(5.28)

Equation (5.28) and equation (5.3) yield

h(λ) = (

g∑
i=0

ci(t)Ag−i(λ))2 + (

g∑
i=0

ci(t)Bg−i(λ))(

g∑
i=0

ci(t)Γg−i(λ))2

=

g∑
i=0

(

g∑
j=0

ci(t)cj(t)Ag−j(λ))Ag−i(λ) +

g∑
i=0

(

g∑
j=0

ci(t)cj(t)Bg−j(λ))Γg−i(λ)

=

g∑
i=0

g∑
j=0

(ci(t)cj(t)Ag−j(λ)Ag−i(λ) +Bg−j(λ)Γg−i(λ)).

Hence, h(λ) can be expressed as

h(λ) =

g∑
m,n=0

cm(t)cn(t)(Ag−n(λ)Ag−m(λ) +Bg−m(λ)Γg−n(λ)), where c0 = 1. (5.29)

h(λ) can be written as [19]

h(λ) =

g∑
m,n=0

cm(t)cn(t)λ2g−m−n(A(λ)2 +B(λ)Γ(λ))−2

g∑
m=0

cm(t)Rg+1−mλ
g+O(λ−1).

(5.30)

Theorem 5.6. h(λ) can be expressed as

h(λ) = λ2g+1 + 2c1(t)λ2g + (2c2(t) + c1(t)2)λ2g−2 + ...

+

g∑
m=0

cm(t)cg−m(t)λg+1 + (

g−1∑
m=1

cm(t)cg+1−m(t) + x)λg +O(λg−1).
(5.31)
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Proof. Substituting A(λ)2 +B(λ)Γ(λ) from equation (5.16), and

2Rg+1 + 2c1Rg + ...+ 2cgR1 + x = 0 into equation (5.30), we have

h(λ) =

g∑
m,n=0

cm(t)cn(t)λ2g−m−n+1 − 2(Rg+1 + 2c1Rg + ...+ 2cgR1)λg +O(λ−1)

=

g∑
m=0

cm[λ2g−m+1 + c1λ
2g−m + c2λ

2g−m−1 + ...+ cgλ
g−m+1] + xλg +O(λ−1)

= [λ2g+1 + c1λ
2g + c2λ

2g−1 + ...+ cgλ
g+1]

+ c1[λ2g + c1λ
2g−1 + c2λ

2g−2 + ...+ cgλ
g]

+ c2[λ2g−1 + c1λ
2g−2 + c2λ

2g−3 + ...+ cgλ
g−1] + ...

+ xλg +O(λ−1)

= λ2g+1 + 2c1λ
2g + (2c2(t) + c1(t)2)λ2g−2 + ...

+ (cg + c1cg−1 + c2cg−1 + c3cg−3 + ...)λg+1 + (c1cg + c2cg−1 + ...)λg + xλg +O(λ−1)

= λ2g+1 + 2c1(t)λ2g + (2c2(t) + c1(t)2)λ2g−2 + ...

+

g∑
m=0

cm(t)cg−m(t)λg+1 + (

g−1∑
m=1

cm(t)cg+1−m(t) + x)λg +O(λg−1).

Let I0(λ) denote the part of h(λ) consisting of λ2g+1, λ2g, ..., λg and I1, I2, ..., Ig

denote the coefficients of λg−1, λg−2, ..., λ0 respectively, then

h(λ) = I0 + I1λ
g−1 + I2λ

g−2 + ...+ Ig, (5.32)

where I0(λ) is a kinematical quantity that is independent of the solution of the PI

hierarchy in equation (3.13).

Remark 5.7. In the case of the Mumford system (5.4), these coefficients I1, I2, ..., Ig

are Hamiltonians of commuting flows. More precisely, it is not these coefficients but

their suitable linear combinations H1, ..., Hg.
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5.3 Hamiltonian structure of PI hierarchy

In this section, we will define new Hamiltonian H1, ..., Hg that used to derive the

Hamiltonian form of PI hierarchy.

By the definition of the Poisson bracket {f, g}(V (λ)) =< V (λ), [df, dg] >, we

can define the Poisson structure between the element of the matrix V (λ) by

{Vij(λ), Vkl(µ)} =
(Vil(λ)− Vil(µ))δjk − (Vkj(λ)− Vkj(µ))δil

λ− µ
, (5.33)

where δjk is the Kronecker delta [28].

The Poisson structures between the elements of the matrix V (λ) are given by

{α(λ), α(µ)} = 0, {β(λ), β(µ)} = 0,

{α(λ), β(µ)} = β(λ)−β(µ)
λ−µ , {α(λ), γ(µ)} = −γ(λ)−γ(µ)

λ−µ ,

{β(λ), γ(µ)} = 2α(λ)−α(µ)
λ−µ , {γ(λ), γ(µ)} = 0.

(5.34)

Using equation (5.33), the definition of V (λ) in equation (3.41) and the definition

of δij, we have

{V11(λ), V11(µ)} = {α(λ), α(µ)}

=
(V11(λ)− V11(µ))δ11 − (V11(λ)− V11(µ))δ11

λ− µ

=
(α(λ)− α(µ))δ11 − (α(λ)− α(µ))δ11

λ− µ
= 0.

Similarly, we can compute the following:

{β(λ), β(µ)} =
(β(λ)− β(µ))δ21 − (β(λ)− β(µ))δ12

λ− µ
= 0.

{α(λ), β(µ)} =
(β(λ)− β(µ))δ11 − (α(λ)− α(µ))δ12

λ− µ

=
β(λ)− β(µ)

λ− µ
.
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{α(λ), γ(µ)} =
(α(λ)− α(µ))δ12 − (γ(λ)− γ(µ))δ11

λ− µ

= −γ(λ)− γ(µ)

λ− µ
.

{β(λ), γ(µ)} =
(α(λ)− α(µ))δ22 − (−α(λ) + α(µ))δ11

λ− µ

= 2
α(λ)− α(µ)

λ− µ
.

{γ(λ), γ(µ)} =
(γ(λ)− γ(µ))δ12 − (γ(λ)− γ(µ))δ21

λ− µ
= 0.

Now we define the Poisson structure between V (λ), h(µ) by

{V (λ), h(µ)} = [V (λ),
V (µ)

λ− µ
+ β(µ)E21]. (5.35)

Lemma 5.8.

{V (λ), In+1} = [Vn(λ), V (λ)], (5.36)

where Vn(λ) is a matrix of the form

Vn(λ) =

(
αn(λ) βn(λ)

γn(λ) −αn(λ)

)
, (5.37)

with the matrix elements

αn(λ) = (λn−gα(λ))≥0,

βn(λ) = (λn−gβ(λ))≥0,

γn(λ) = (λn−gγ(λ))≥0 − βn+1, n = 0, 1, 2, ..., g − 1.

Proof. In+1 can be extracted from h(λ) by a contour integral of the form

In+1 =

∮
dµ

2πi
µn−gh(µ),

where the contour is understood to be a circle around µ = ∞. The same contour

integral applied to equation (5.35) yields the Poisson bracket in question

{V (λ), In+1} =

∮
dµ

2πi
µn−g{V (λ), h(µ)} = [V (λ),

∮
dµ

2πi

µn−gV (µ)

λ− µ
− β(µ)E21].
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By equation (5.35), we obtain

{V (λ), In+1} =

∮
dµ

2πi
µn−g[V (λ),

V (µ)

λ− µ
+ β(µ)E21]

= V (λ)

∮
dµ

2πi
µn−g

V (µ)

λ− µ
+ V (λ)

∮
dµ

2πi
µn−gβ(µ)E21

−
∮

dµ

2πi
µn−g

V (µ)

λ− µ
V (λ)−

∮
dµ

2πi
µn−gβ(µ)E21V (λ).

Since

∮
dµ

2πi

f(µ)

λ− µ
= −(f(λ))≥0

, we have

{V (λ), In+1} = V (λ)(−(λn−gV (λ))≥0
) + V (λ)

∮
dµ

2πi
µn−gβ(µ)E21

− (−(λn−gV (λ))≥0
)V (λ)−

∮
dµ

2πi
µn−gβ(µ)E21V (λ)

= V (λ)(−(λn−gV (λ))≥0
+

∮
dµ

2πi
µn−gβ(µ)E21)

−
(
−(λn−gV (λ))≥0

+

∮
dµ

2πi
µn−gβ(µ)E21

)
V (λ)

= [(λn−gV (λ))≥0
−
∮

dµ

2πi
µn−gβ(µ)E21), V (λ)].

Now ∮
dµ

2πi
µn−gβ(µ) =

∮
dµ

2πi
µn−gβ(µ)

λ− µ
λ− µ

= λ

∮
dµ

2πi
µn−g

β(µ)

λ− µ
−
∮

dµ

2πi
µn−g+1 β(µ)

λ− µ
= −λ(λn−gβ(λ))≥0

+ (λn−g+1β(λ))≥0

= βn+1.

Thus
{V (λ), In+1} = [(λn−gV (λ))≥0

− βn+1E21, V (λ)]

= [V (λ),−(λn−gV (λ))≥0
+ βn+1E21].

Let

Vn(λ) = (λn−gV (λ))≥0
− βn+1E21.

Then we have

{V (λ), In+1} = [Vn(λ), V (λ)].

We can replace [Vn(λ), V (λ)] in lemma 5.8 by [Un(λ), V (λ)] as it is explained by

the following lemma.
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Lemma 5.9.

V0(λ) = U0(λ)

Vn(λ) = Un(λ) + c1(t)Un−1(λ) + ...+ cn(t)U0(λ), n = 1, 2, ..., g.
(5.38)

Proof. Since

βn(λ) = Bn(λ) + c1(t)Bn−1(λ) + ...+ cn(t)B0(λ)

= Rn(λ) + c1(t)Rn−1(λ) + ...+ cn(t)R0(λ),

α(λ), γ(λ) are connected with β(λ) as

α(λ) = −1

2
β(λ)x, γ(λ) = −1

2
β(λ)xx + (λ− µ)β(λ),

and

αn(λ) = −1

2
βn(λ)x, γn(λ) = −1

2
βn(λ)xx + (λ− µ)βn(λ),

we obtain

αn(λ) = −1
2
βn(λ)x = −1

2
Bn(λ)x − 1

2
c1(t)Bn−1(λ)x − ...− 1

2
cn(t)B0(λ)x.

Using equation (5.26), we get

αn(λ) = An(λ) + c1(t)An−1(λ) + ...+ cn(t)A0(λ). (5.39)

By the same way, we find

γn(λ) = −1
2
βn(λ)xx + (λ− µ)βn(λ)

= −1
2
Bn(λ)xx − 1

2
c1(t)Bn−1(λ)xx − · · · − 1

2
cn(t)B0(λ)xx

+ (λ− µ)Bn(λ) + (λ− µ)c1(t)Bn−1(λ) + · · ·+ (λ− µ)cn(t)B0(λ)

= (−1
2
Bn(λ)xx + (λ− µ)Bn(λ)) + (−1

2
c1(t)Bn−1(λ)xx + (λ− µ)c1(t)Bn−1(λ)) + · · ·

+ (−1
2
cn(t)B0(λ)xx + (λ− µ)cn(t)B0(λ)).

Thus

γn(λ) = Γn(λ) + c1(t)Γn−1(λ) + ...+ cn(t)Γ0(λ). (5.40)

Substituting αn(λ) and γn(λ) from equations (5.39) and (5.40) into equation (5.37),
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we find

Vn(λ) =

(
An(λ) + c1(t)An−1(λ) + ...+ cn(t)A0(λ) Bn(λ) + c1(t)Bn−1(λ) + ...+ cn(t)B0(λ)

Γn(λ) + c1(t)Γn−1(λ) + ...+ cn(t)Γ0(λ) −An(λ)− c1(t)An−1(λ)− ...− cn(t)A0(λ)

)

=

(
An(λ) Bn(λ)

Γn(λ) −An(λ)

)
+ c1(t)

(
An−1(λ) Bn−1(λ)

Γn−1(λ) −An−1(λ)

)

+ ...+ cn

(
A0(λ) B0(λ)

Γ0(λ) A0(λ)

)
.

Using the definition of Un(λ) in equation (3.33), we have

Vn(λ) = Un(λ) + c1(t)Un−1(λ) + ...+ cn(t)U0.

In lemma (5.9), we define new Hamiltonian H1, ..., Hg by the linear equations

I1 = H1, In+1 = Hn+1 + c1(t)Hn + ...+ cn(t)H1, n = 1, 2, .., g − 1. (5.41)

Note that Hg+1 is not defined (because Ig+1 does not exist). The formula (5.36) of

the Poisson brackets of V (λ) and In can be converted to the form

{V (λ), Hn+1} = [Un(λ), V (λ)]. (5.42)

We can see this by substituting c1(t) = c2(t) = ... = cn(t) = 0 into equation (5.41)

and substituting In+1 from equation (5.41) into equation (5.36). As a result we find

{V (λ), Hn+1} = {V (λ), In+1} = [Vn(λ), V (λ)] = [Un(λ), V (λ)].

Theorem 5.10. Except for the t2g+1 flow, the matrix Lax equations (3.47) of the

PI hierarchy can be written in the Hamiltonian form

∂2n+1V (λ) = {V (λ), Hn+1}+ U ′n(λ), n = 0, 1, 2, ..., g − 1, (5.43)

with the Hamiltonian defined by (5.41).

Proof. By equation (3.47) and (5.42), we have

∂2n+1V (λ) = [Un(λ), V (λ)] + U ′n(λ) = {V (λ), Hn+1}+ U ′n(λ).

Remark 5.11. I0(λ) is a central element ”a Casimir function” of the Poisson algebra.
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5.4 Spectral Darboux coordinates

In this section, we will construct Spectral Darboux coordinates. We can reconstruct

the L-matrix V (λ) from this coordinates and we will use it to define the Hamiltonian

Hn+1 .

The construction of ”Spectral Darboux coordinates” is also parallel to the case

of the Mumford system. These coordinates consist of the roots λ1, ..., λg of β(λ) and

the values µ1, ..., µg of α(λ) at these roots of β(λ):

β(λ) =

g∏
j=1

(λ− λj), µj = α(λj), j = 1, 2, ..., g. (5.44)

To avoid delicate problems, the following consideration is limited to a domain of the

phase space where λj’s are distinct. λj and µj satisfy the equation µ2
j = h(λj).

As it follows from (5.34), these new variables satisfy the canonical Poisson relations

[29]

{λj, λk} = 0, {µj, µk} = 0, {λj, µk} = δjk, j, k = 1, 2, ..., g. (5.45)

Thus λj’s and µj’s may be literally called Darboux coordinates.

We can reconstruct the L-matrix V (λ) from these new coordinates. We use the

familiar Lagrange interpolation formula

f(λ) =

g∑
j=1

f(λj)

β ′(λj)

β(λ)

(λ− λj)
, (5.46)

which holds for any polynomial f(λ) = f1λ
g−1 + ...+ fg of degree less than g.

Since
β(λ)

λ− λj
= −∂β(λ)

∂λj
= −

g∑
n=1

∂βn
∂λj

λg−n, (5.47)

we have

fn = −
g∑
j=1

f(λj)

β ′(λj)

∂βn
∂λj

, (5.48)

for the coefficients of f(λ) as well. Note that βn’s are being functions of λj’s.

We apply formula (5.48) to α(λ) and obtain the explicit formula

αn = −
g∑
j=1

µj
β ′(λj)

∂βn
∂λj

. (5.49)
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Define:

f(λ) = −
g∑

n=1

Inλ
g−n = h(λ)− I0(λ), (5.50)

where

In = −
g∑
j=1

µ2
j − I0(λj)

β ′(λj)

∂βn
∂λj

. (5.51)

For instance at n = 1, we have
∂β1

∂λj
= 1.

Thus we obtain I1 = −
g∑
j=1

µ2
j − I0(λj)

β ′(λj)
.

By the definition of I0(λ) and equation (5.31), we find

I0(λ) = λ2g+1 + 2c1(t)λ2g + (2c2(t) + c1(t)2)λ2g−2 + ...

+

g∑
m=0

cm(t)cg−m(t)λg+1 + (

g−1∑
m=1

cm(t)cg+1−m(t) + x)λg.

Since α(λ) and h(λ) are reconstructed, we can recover γ(λ) by equation (5.3) as

γ(λ) =
h(λ)− α(λ)2

β(λ)
.

Lemma 5.12. If

βn(λ) = λn + β1λ
n−1 + ...+ βn, (5.52)

then
∂βn
∂λj

= −βn−1(λj), n = 1, ..., g. (5.53)

Proof. Start by equation (5.44)

∂β(λ)

∂λj
=

∂

g∏
i=1

(λ− λi)

∂λj

= −
g∏

i=1,i 6=j

(λ− λi) = −

g∏
i=1

(λ− λi)

λ− λj

∂β(λ)

∂λj
= − β(λ)

λ− λj
. (5.54)
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By equation (5.54) and β(λj) = 0, we have

∂β(λ)

∂λj
= −β(λ)− β(λj)

λ− λj
.

By dividing λn − λnj by λ− λj, we get

−βn
λn − λnj
λ− λj

= −βn(λn−1 + λjλ
n−2 + .....+ λn−2

j λ+ λn−1
j ).

This leads to the identity

∂β(λ)

∂λj
= −λg−1 − (λj + β1)λg−2 − ....− (λg−1

j + β1λ
g−2
j + .....+ βg−1)

= −λg−1 − β1(λj)λ
g−2 − .....− βg−1(λj).

(5.55)

By equation (5.47), we obtain

β(λ)

λ− λj
= −∂β1

∂λj
λg−1 − ∂β2

∂λj
λg−2 − ...− ∂βg

∂λj
. (5.56)

By equations (5.55) and (5.56), we obtain

∂βn
∂λj

= −βn−1(λj), n = 1, ..., g.

By these identities, we can rewrite (5.51) as

In+1 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
βn(λj), n = 0, 1, ...., g − 1, (5.57)

βn(λ) = Rn(λ) + c1(t)Rn−1(λ) + ...+ cn(t)R0(λ). (5.58)

Choosing c1(t) = ... = cn(t) = 0, we have βn(λ) = Rn(λ).

Comparing this linear relation with the linear relation (5.41) among I ′ns and H ′ns,

we find that the Hamiltonian Hn+1 can be expressed as

Hn+1 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
Rn(λj), n = 0, 1, ..., g − 1.

Now we compute the Hamiltonian for n = 0, 1, 2, and write the I ′ns as linear combi-

nation of Hamiltonian H ′ns.
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Example 5.13. When n = 0, we have

H1 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
R0(λj).

By equation (5.58), we have

H1 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
β0(λj).

Using equation (5.57), we obtain

H1 = I1. (5.59)

When n = 1, we have

H2 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
R1(λj).

By equation (5.58), we have

H2 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
(β1(λj)− c1(t)).

Using (5.57), we obtain

H2 = I2 − c1(t)I1 = I2 − c1(t)H1. (5.60)

As a result, we obtain

I2 = H2 + c1(t)H1.

When n = 2, we have

H3 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
R2(λj).

By equation (5.58), we have

H3 =

g∑
j=1

µ2
j − I0(λj)

β′(λj)
(β2(λj)− c1(t)R1(λj)− c2(t))

=

g∑
j=1

µ2
j − I0(λj)

β′(λj)
(β2(λj)− c1(t)(β1(λj)− c1(t))− c2(t)).

In this case, equation (5.57) gives

H3 = I3 − c1(t)I2 − c2(t)I1 + c2
1(t)I1

= I3 − c1(t)(H2 + c1(t)H1)− c2(t)H1 + c2
1(t)H1

= I3 − c1(t)H2 − c2(t)H1
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Which implies

I3 = H3 + c1(t)H2 + c2(t)H1.

Now we will drive the the Hamiltonian structure of the first and second members

of PI hierarchy.

Example 5.14. When g = 1, by equation (3.42), we have

β(λ) = R1(λ) + c1(t)R0(λ).

Substituting R1(λ) and R0(λ) from equation (3.35) and (3.10) into above equation,

we obtain

β(λ) = λ+
u

2
+ c1(t). (5.61)

By equation (3.42), we obtain

α(λ) = −1

2
β(λ)x =

−1

4
ux.

γ(λ) =
−1

2
β(λ)xx + (λ− u)β(λ)

=
−1

4
uxx + λ2 +

u

2
λ+ c1(t)λ− λu− u2

2
− c1(t)u.

(5.62)

Substituting β(λ), α(λ) and γ(λ) from equations (5.61) and (5.62) into equation

(5.3), we obtain

h(λ) = λ3 + 2λ2c1(t) + λ(
−1

4
λuxx − uc1(t)− 3

4
u2 + c1(t)2)

+
1

16
u2
x −

1

8
uuxx − u2c1(t)− 1

4
u3 − 1

4
c1(t)uxx + uc1(t)2.

Since from equation (5.32), we have

I1 =
1

16
u2
x −

1

8
uuxx − u2c1(t)− 1

4
u3 − 1

4
c1(t)uxx + uc1(t)2.

From equation (5.59), we have

H1 =
1

16
u2
x −

1

8
uuxx − u2c1(t)− 1

4
u3 − 1

4
c1(t)uxx + uc1(t)2,

which is the Hamiltonian structure of the first member of PI hierarchy.

Example 5.15. When g = 2, equation (3.42) gives

β(λ) = R2(λ) + c1(t)R1(λ) + c2(t)R0(λ).
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Substituting R2(λ), R1(λ) and R0(λ) from equation (3.35) and (3.10) into above

equation, we obtian

β(λ) = λ2 + λ(
u

2
+ c1(t)) +

1

8
uxx +

3

8
u2 + c1(t)

u

2
+ c2(t). (5.63)

By equation (3.42), we obtain

α(λ) = −λux
4
− 1

16
uxxx −

3

8
uux − c1(t)

ux
4
.

γ(λ) = λ3 − 1

2
λ2u+ λ2c1(t)− 1

8
uxxλ−

1

8
u2λ− 1

2
c1(t)λu− 1

2
uuxx

+ c2(t)λ− 3

8
u3 − 1

2
c1(t)u2 − uc2(t)− 1

16
uxxx −

3

8
u2
x −

1

4
uxxc1(t).

(5.64)

Substituting β(λ), α(λ) and γ(λ) from equations (5.63) and (5.64) into equation

(5.3), we obtain

h(λ) = λ5 + 2λ4c1(t) + λ3(c1(t)2 + 2c2(t))

+ λ2[
−5

16
u2
x −

5

8
u3 − 1

16
uxx − uc2(t)− 5

8
uuxx −

3

4
u2c1(t)− 1

4
uxxc1(t) + 2c1(t)c2(t)]

+ λ[c2(t)2 +
1

32
uxuxxx −

15

64
u4 − 1

64
u2
xx −

3

4
uuxxc1(t)− c1(t)c2(t)u− 3

4
u2c1(t)2]

+ λ[− 1

32
uuxxx −

1

4
u2c2(t)− 7

8
u3c1(t)− 1

4
c1(t)2uxx −

5

16
u2uxx −

1

4
u2
xc1(t)− 1

16
c1(t)uxxx]

+
1

32
c1(t)uxuxxx −

1

32
c1(t)uuxxx − c2(t)2u− 1

4
c1(t)uxxc2(t)− 13

32
c1(t)uxxu

2 − 3

64
u2
xuxx

− 15

64
u3uxx −

1

32
c1(t)u2

xx +
1

16
c1(t)2u2

x −
1

128
uxxxuxx −

1

16
c2(t)uxxx −

3

4
c2(t)u3 − 1

4
c1(t)2u3

− 3

8
c2(t)u2

x −
1

16
uu2

xx −
3

128
u2uxxx −

3

8
u4c1(t)− 1

8
c1(t)2uuxx −

5

8
c2(t)uuxx

+
1

250
u2
xxx +

3

64
uuxuxxx −

9

64
u5 + c1(t)c2(t)u2.

Since from equation (5.32), we have

I1 = c2(t)2 +
1

32
uxuxxx −

15

64
u4 − 1

64
u2
xx −

3

4
uuxxc1(t)− c1(t)c2(t)u− 3

4
u2c1(t)2

− 1

32
uuxxx −

1

4
u2c2(t)− 7

8
u3c1(t)− 1

4
c1(t)2uxx −

5

16
u2uxx −

1

4
u2
xc1(t)− 1

16
c1(t)uxxx.
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and

I2 =
1

32
c1(t)uxuxxx −

1

32
c1(t)uuxxx − c2(t)2u− 1

4
c1(t)uxxc2(t)− 13

32
c1(t)uxxu

2 − 3

64
u2
xuxx

− 15

64
u3uxx −

1

32
c1(t)u2

xx +
1

16
c1(t)2u2

x −
1

128
uxxxuxx −

1

16
c2(t)uxxx −

3

4
c2(t)u3 − 1

4
c1(t)2u3

− 3

8
c2(t)u2

x −
1

16
uu2

xx −
3

128
u2uxxx −

3

8
u4c1(t)− 1

8
c1(t)2uuxx −

5

8
c2(t)uuxx

+
1

250
u2
xxx +

3

64
uuxuxxx −

9

64
u5 + c1(t)c2(t)u2.

From equation (5.60), we have

H2 = I2 − c1(t)I1

which is the Hamiltonian structure of the second member of the PI hierarchy.
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Chapter 6

The Hamiltonian structure of

second Painlevé hierarchy

In this chapter, we introduce canonical coordinates P1, ..., Pn, Q1, ..., Qn and a Hamil-

tonian function H(n)(P1, ..., Pn, Q1, ..., Qn, z) such that the n-th member of the sec-

ond Painlevé hierarchy is given by the equation [27]

dPk
dz

= −∂H
(n)

∂Qk

,
dQk

dz
=
∂H(n)

∂Pk
, k = 1, 2, ..., n.

6.1 Isomonodromic problem for the PII Hierarchy

The isomonodromic deformation problem for the PII Hierarchy (4.31) is given by:

∂Ψ

∂z
= BΨ =

(
−λ w

w λ

)
Ψ,

∂Ψ

∂λ
= A(n)Ψ = 1

λ

[(
−λz −αn
−αn λz

)
+M (n) +

n−1∑
l=1

tlM
(l)

]
Ψ,

(6.1)

where

M (l) =


2l+1∑
j=1

A
(l)
j λ

j

2l∑
j=1

B
(l)
j λ

j

2l∑
j=1

C
(l)
j λ

j −
2l+1∑
j=1

A
(l)
j λ

j


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with

A
(l)
2l+1 = 4l, A

(l)
2k = 0, k = 0, ..., l,

A
(l)
2k+1 = 4k+1

2
{`l−k[wz − w2]− d

dz
( d
dz

+ 2w)`l−k−1[wz − w2]}, k = 0, ..., l − 1,

B
(l)
2k+1 = 4k+1

2
d
dz

( d
dz

+ 2w)`l−k−1[wz − w2], k = 0, ..., l − 1,

B
(l)
2k = −4k( d

dz
+ 2w)`l−k[wz − w2], k = 1, ..., l,

C
(l)
2k+1 = −Bl

2k+1, k = 0, ..., l − 1,

C
(l)
2k = Bl

2k, k = 0, ..., l.

(6.2)

By equation (6.1), we have

∂2Ψ

∂z∂λ
=

∂(∂Ψ
∂λ

)

∂z

=
∂(A(n)Ψ)

∂z

=
∂A(n)

∂z
Ψ + A(n)∂Ψ

∂z
.

(6.3)

Substituting
∂Ψ

∂z
from equation (6.1) into equation (6.3), we have

∂2Ψ

∂z∂λ
=
∂A(n)

∂z
Ψ + A(n)BΨ. (6.4)

Similarity
∂2Ψ

∂λ∂z
=
∂B

∂λ
Ψ +BA(n)Ψ. (6.5)

Equation (6.5), yield
∂A(n)

∂z
− ∂B

∂λ
= [B,A(n)]. (6.6)

A(n) can be simplified by introducing some new notations.

Define

a
(n)
2k+1 =

n∑
l=1

tlA
(l)
2k+1, k = 1, 2, ..., n, a

(n)
1 =

n∑
l=1

tlA
(l)
2k+1 − z,

b
(n)
2k+1 =

n∑
l=1

tlB
(l)
2k+1, k = 0, 1, ..., n− 1,

b
(n)
2k =

n∑
l=1

tlB
(l)
2k , k = 1, 2, ..., n, b

(n)
0 = −αn,

(6.7)
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where tn = 1. Then A(n) can be written as [27]

A(n)(λ) :=


n∑
k=0

a
(n)
2k+1λ

2k

2n∑
k=0

b
(n)
k λk−1

2n∑
k=0

(−1)kb
(n)
k λk−1 −

n∑
k=0

a
(n)
2k+1λ

2k

 . (6.8)
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6.2 Coadjoint orbit interpretation

In this section, we will define the total derivative of any function and study another

lemma of the coadjoint action. In the end of this section, the Poisson brackets be-

tween the coefficients a
(n)
2k+1, b

(n)
2k and b

(n)
2k+1 are computed.

Given any function f of λ, z, wz, wzz, ..., we will denote the total derivative of f

with respect to z by ∂zf . That is

∂zf :=
∂f

∂z
+
∂f

∂w
wz +

∂f

∂wz
wzz + ....

The explicit derivative of f with respect to z is denoted by ∂wz f , where w,wz, wzz, ...

are treated as independent variables. Analogously, ∂λf denotes the total derivative

of f with respect to λ.

Now, we will show that

∂wz A
(n) = ∂λB. (6.9)

Since a
(n)
1 is the unique element of A(n) that depends explicitly on z, by equation

(6.8), we obtain

∂wz A
(n) =

(
−1 0

0 1

)
.

On the other hand, from equation (6.1), we obtain

∂λB =

(
−1 0

0 1

)
.

So that equation (6.6) can be written as

(∂z − ∂wz )A(n) = [B,A(n)]. (6.10)

We are now going to interpret the evolution along (∂z − ∂wz ) as a vector field on a

coadjoint orbit of an element of an appropriate twisted loop algebra. Let LG be the

group of smooth maps f from S1 to SL2, S1 is circle with radius one, such that

f(λ)σ1(f(−λ))−1 = I, σ1 =

(
0 1

1 0

)
,
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and λ is considered as a parameter on S1. The subgroup maps of the form f =

I +λ−2n−2f∞, where f∞ is holomorphic outside S1 is denoted by L2n+2G. Let g2n+2

be the Lie algebra:

g2n+2 =

(
X(λ) =

−2n−2∑
−∞

Xiλ
i|Xi ∈ gl(2,C), X(λ)σ1 = σ1X(−λ)

)
.

Define G by the quotient of these two groups:

G = LG/L2n+2G,

whose Lie algebra is given by

g =

(
X(λ) =

∞∑
−∞

Xiλ
i|Xi ∈ gl(2,C), X(λ)σ1 = σ1X(−λ)

)
/g2n+2,

with Lie bracket defined by

[X(λ), X̃(λ)] =
∞∑

i=−2n−1

(
i+2n+1∑
k=−2n−1

[Xk(λ), X̃i−k(λ)]

)
λi mod g2n+2.

This implies that [X(λ), X̃(λ)] ∈ g and satisfies the Jacobi identity. The dual space

g∗ can be identified with

g∗ =

(
Ξ(λ) =

∞∑
−∞

Ξiλ
i|i ∈ N,Ξi ∈ gl(2,C), Ξ(λ)σ1 = −σ1Ξ(−λ)

)
/g∗2n+2,

g∗2n+2 =

(
X(λ) =

∞∑
2n+1

Xiλ
i|Xi ∈ gl(2,C), X(λ)σ1 = σ1X(−λ)

)
.

Define < Ξ(λ), X(λ) > by

< Ξ(λ), X(λ) >:= Tr(ResX(λ)Ξ(λ)), ∀X(λ) ∈ g, Ξ(λ) ∈ g∗, (6.11)

where Res indicates the formal residue, i.e. the coefficient of the λ−1 term.

Consider the subalgebra

g− =

(
X(λ) =

−1∑
−∞

Xiλ
i|X(λ)σ1 = σ1X(−λ)

)
/g2n+2. (6.12)

The dual space of (6.12) can be identified with

g∗− =

(
Ξ(λ) =

∞∑
0

Ξiλ
i|Ξi ∈ gl(2,C), Ξ(λ)σ1 = −σ1Ξ(−λ)

)
/g∗2n+2. (6.13)
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An element X in the Lie algebra g acts on an element Ξ ∈ g∗, by the coadjoint

action

< ad∗XΞ , Y >:= − < Ξ, [X, Y ] >=< [X,Ξ], Y > (6.14)

for any Y ∈ g.

By equation (6.11), we have

< ad∗XΞ , Y > = − < Ξ, [X, Y ] >

= −Tr Res([X, Y ]Ξ)

= −Tr Res(XY Ξ− Y XΞ).

Since Res Tr(A)=Tr Res(A) for any matrix A, we have

< ad∗XΞ , Y > = −Res Tr(XY Ξ− Y XΞ).

Using the linearity of the Trace operator, we obtain

< ad∗XΞ , Y > = −Res(Tr(XY Ξ)− Tr(Y XΞ)).

Using Tr(Y XΞ) = Tr(ΞY X) = Tr(XΞY ) and Tr(XY Ξ) = Tr(Y ΞX) = Tr(ΞXY ),

we find
< ad∗XΞ , Y > = −Res Tr(ΞXY −XΞY )

= −Res Tr([Ξ, X]Y )

= − < Y, [Ξ, X] >

= < [X,Ξ], Y > .

This shows that for every X ∈ g, Ξ ∈ g∗

[X,Ξ] = ad∗XΞ ∈ g∗.

When we restrict the coadjoint action to the subalgebra g− and to its dual space

g∗−, we obtain

[X−,Ξ]+ = ad∗X−Ξ, Ξ ∈ g∗−, X− ∈ g−, (6.15)

where (.)+ is the projection from g∗ onto g∗− and (.)− denotes the projection onto

g−.

Lemma 6.1. Given the matrices B and A(n) as in equation (6.1) and (6.2), one

has

[B,A(n)] = ad∗BA, (6.16)
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where B =
(
A(n)λ−2n+1

4n

)
−
∈ g− and A = (A(n))+ ∈ g∗−, which is the dynamical part

of A(n).

Proof. Using equation (6.8), we have

−
(
A(n)λ−2n+1

4n

)
+

=
−1

4n

(
a

(n)
2n+1λ b

(n)
2n

b
(n)
2n −a(n)

2n+1λ

)

=
−1

4n


n∑
l=1

tlA
(l)
2n+1λ

n∑
l=1

tlB
(l)
2n

n∑
l=1

tlB
(l)
2n −

n∑
l=1

tlA
(l)
2n+1λ

.
Since t1 = t2 = ... = tn−1 = 0, tn = 1 and B

(n)
2n = −4nw, we obtain

−
(
A(n)λ−2n+1

4n

)
+

=
−1

4n

(
4nλ B

(n)
2n

B
(n)
2n −4nλ

)

=

(
−λ w

w λ

)
= B.

Using B =

(
A(n)λ−2n+1

4n

)
−

to calculate [B,A(n)], we obtain

[B,A(n)] = [

(
A(n)λ−2n+1

4n

)
−
, A(n)].

Using A(n) = (A(n))+ + (A(n))− and bilinearity of [ , ], we have

[B,A(n)] = [

(
A(n)λ−2n+1

4n

)
−
, (A(n))+] + [

(
A(n)λ−2n+1

4n

)
−
, (A(n))−].

Since (A(n))− and
(
A(n)λ−2n+1

4n

)
−

commute, we have

[

(
A(n)λ−2n+1

4n

)
−
, (A(n))−] = 0.

Hence it follows that

[B,A(n)] = [

(
A(n)λ−2n+1

4n

)
−
, (A(n))+]

= [

(
A(n)λ−2n+1

4n

)
−
, A].
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Remark 6.2. We want to compute ad∗Xk
A(n) for Xk =

(
A(n)λ−2n+1

4n

)
−

.

For every Y ∈ g−, we have

< ad∗Xk
A(n), Y > = < [

(
A(n)λ−2k+1

4k

)
−
, A(n)], Y >

= < [

(
A(n)λ−2k+1

4k

)
−
, (A(n))−], Y > + < [

(
A(n)λ−2k+1

4k

)
−
, (A(n))+], Y >

= < [

(
A(n)λ−2k+1

4k

)
−
, (A(n))+], Y >.

Similarly we can prove that

(∂z − ∂wz )A(n) = (∂z − ∂wz )A.

Since (∂z − ∂wz )A(n) = (∂z − ∂wz )(A(n))+ + (∂z − ∂wz )(A(n))−, using equation (6.1), we

obtain

(∂z − ∂wz )(A(n))− = 0.

Thus (∂z − ∂wz )A(n) = (∂z − ∂wz )A.

So, from above, we can write the following lemma:

Lemma 6.3. The monodromy preserving deformation equation (6.10) is the same

as

(∂z − ∂wz )A(n) = ad ∗BA (6.17)

where A = (A(n))+ ∈ g∗− is the dynamical part of A(n), B =
(
A(n)λ−2n+1

4n

)
−
∈ g−.

The Poisson structure on g∗ is given by observing that every X ∈ g− defines a

linear function X∗ on Ξ ∈ g∗−:

g∗− −→ C
X∗ :

Ξ −→< Ξ, X > .

This fact allows one to identify g∗∗ with g− and to define the Poisson bracket between

two linear functions on g∗− by

{f, h}(Ξ) =< Ξ, [df, dh] >, (6.18)

where the differential df of a function f on g∗− is a linear function df ∈ g∗∗− ∼ g−

defined by
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< df, δΞ >:= f(Ξ + δx(Ξ))− f(Ξ) +Q(δx(Ξ))2, (6.19)

and δx(Ξ)) := ad∗XΞ ∈ g∗−.

Define the so-called Kostant-Kirillov symplectic structure w by

ω(f, h) = {f, h}, (6.20)

for every pair of functions on the coadjoint orbit [27].

To compute the Poisson brackets between the coefficients a
(n)
2k+1, b

(n)
2k and b

(n)
2k+1, we

observe that their differentials are

da
(n)
2k+1 = 1

2
(Ξ11 − Ξ22)λ−(2k+1) for 0 ≤ k ≤ n,

db
(n)
2k+1 = 1

2
(−Ξ12 + Ξ21)λ−(2k+1) for 0 ≤ k ≤ n− 1,

db
(n)
2k = 1

2
(Ξ12 + Ξ21)λ−2k for 0 ≤ k ≤ n,

(6.21)

where with a slight abuse of notation, we are calling a
(n)
2k+1, b

(n)
2k+1, and b

(n)
2k the ele-

ments of g∗∗− ∼ g− which applied to Ξ producing the coefficients a
(n)
2k+1, b

(n)
2k+1, and b

(n)
2k

respectively. By using these gradients, we can compute the Poisson brackets between

the matrix entries

{a(n)
2m+1, b

(n)
2l+1} = −b(n)

2(m+l+1) for 0 ≤ m ≤ n, 0 ≤ l ≤ n− 1, m+ l ≤ n− 1,

{a(n)
2m+1, b

(n)
2l } = −b(n)

2(m+l)+1 for 0 ≤ m ≤ n, 1 ≤ l ≤ n, m+ l ≤ n− 1,

{b(n)
2m, b

(n)
2l+1} = a

(n)
2(m+l)+1 for 1 ≤ m ≤ n, 1 ≤ l ≤ n− 1, m+ l ≤ n,

(6.22)

while all other brackets vanish.

By equation (6.8), we can put Ξ(λ) = A(n)(λ) ∈ g∗. Using equation (6.21), we have

da
(n)
2m+1 = 1

2
λ−(2m+1)

(
1 0

0 −1

)
for 0 ≤ m ≤ n,

db
(n)
2l+1 = 1

2
λ−(2l+1)

(
0 −1

1 0

)
for 0 ≤ l ≤ n− 1,

db
(n)
2k = 1

2
λ−2k

(
0 1

1 0

)
for 0 ≤ k ≤ n.

(6.23)

Using equation (6.23), we can compute the commutation between da
(n)
2m+1 and db

(n)
2l+1

by

[da
(n)
2m+1, db

(n)
2l+1] = da

(n)
2m+1db

(n)
2l+1 − db

(n)
2l+1da

(n)
2m+1

= −1
2
λ−2(m+l+1)

(
0 1

1 0

)
.
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Thus, by equation (6.18), we find that the Poisson brackets between a
(n)
2m+1 and b

(n)
2l+1

are given by

{a(n)
2m+1, b

(n)
2l+1} = < Ξ, [da

(n)
2m+1, db

(n)
2l+1] >

= < Ξ,−1

2
λ−2(m+l+1)

(
0 1

1 0

)
>.

By equation (6.11), we obtain

{a(n)
2m+1, b

(n)
2l+1} = Tr Res

(
−1
2
λ−2(m+l+1)

(
0 1

1 0

)
Ξ

)

= Res Tr

(
−1
2
λ−2(m+l+1)

(
0 1

1 0

)
Ξ

)
.

By definition of Ξ, we have

{a(n)
2m+1, b

(n)
2l+1} = −1

2
Res

(
2

n∑
k=0

b
(n)
2k λ

−2(m+l+1)+2k−1

)
= −b(n)

2(m+l+1), for 0 ≤ m ≤ n, 0 ≤ l ≤ n− 1, m+ l ≤ n− 1.

Similarly, we can calculate the Poisson brackets between a
(n)
2m+1 and b

(n)
2l by

[da
(n)
2m+1, db

(n)
2l ] = da

(n)
2m+1db

(n)
2l − db

(n)
2l da

(n)
2m+1

= 1
2
λ−2(m+l)−1

(
0 1

−1 0

)
.

By equation (6.11), we obtain

{a(n)
2m+1, b

(n)
2l } = Tr Res

(
1
2
λ−2(m+l)−1

(
0 1

−1 0

)
Ξ

)

= Res Tr

(
1
2
λ−2(m+l)−1

(
0 1

−1 0

)
Ξ

)
.

By definition of Ξ, we have

{a(n)
2m+1, b

(n)
2l+1} = 1

2
Res

(
−2

n−1∑
k=0

b
(n)
2k+1λ

−2(m+l)−1+2k

)
= −b(n)

2(m+l)+1 for 0 ≤ m ≤ n, 1 ≤ l ≤ n, m+ l ≤ n− 1.
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In the same way, we can calculate the Poisson brackets between b
(n)
2m and b

(n)
2l+1 by

[db
(n)
2m, db

(n)
2l+1] = db

(n)
2mdb

(n)
2l+1 − db

(n)
2l+1db

(n)
2m

= 1
2
λ−2(m+l)−1

(
1 0

0 −1

)
.

By equation (6.11), we obtain

{b(n)
2m, b

(n)
2l+1} = Tr Res

(
1
2
λ−2(m+l)−1

(
1 0

0 −1

)
Ξ

)

= Res Tr

(
1
2
λ−2(m+l)−1

(
1 0

0 −1

)
Ξ

)
.

By definition of Ξ, we have

{b(n)
2m, b

(n)
2l+1} = 1

2
Res

(
2

n∑
k=0

a
(n)
2k+1λ

−2(m+l)−1+2k

)
= a

(n)
2(m+l)+1, for 1 ≤ m ≤ n, 1 ≤ l ≤ n− 1, m+ l ≤ n.
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6.3 Canonical coordinates for the isomonodromic

deformations

In this section, we will build the canonical coordinates for the second Painlevé hier-

archy by using the general framework of the algebro-geometric darboux coordinates.

In this setting one considers the spectral curve

Γ(µ, λ) = Q(µ, λ) = [µ2 = − det(A(n)(λ))], (6.24)

where Q(µ, λ) = [det(µI − A(n)(λ) = 0].

Denote by q the λ-projection of the generic point in the divisor of ψ [27]. We fix

the following normalization

(c1, c2).ψ(q) = 1,

for some choice of c1, c2. The qj variables are the roots of

c2
1A12(qj)− c1c2(A11(qj)− A22(qj))− c2

2A21(qj) = 0, (6.25)

while the pj variables are the eigenvalues

pj =

(
A11(qj)−

c1

c2

A12(qj)

)
, (6.26)

where A = [Aij].

Choosing the normalization c1 = −c2 = 1, we get roots q1, ..., q2n such that qn+j =

−qj, j = 1, ..., n. They are the roots of the following equation:

n−1∑
k=0

(b
(n)
2k+1 + a

(n)
2k+1)q2k

j + a
(n)
2n+1q

2n
j = 0. (6.27)

Substituting A12, A11, A22, A21 from equation (6.8) and c1 = −c2 = 1 into equation

(6.25), we have

n∑
k=0

b
(n)
2k q

2k−1
j +

n−1∑
k=0

b
(n)
2k+1q

2k
j +

n∑
k=0

a
(n)
2k+1q

2k
j +

n∑
k=0

a
(n)
2k+1q

2k
j +

n−1∑
k=0

b
(n)
2k+1q

2k
j −

n∑
k=0

b
(n)
2k q

2k−1
j = 0.

Which implies that

n−1∑
k=0

(b
(n)
2k+1 + a

(n)
2k+1)q2k

j + a
(n)
2n+1q

2n
j = 0.
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The corresponding pj are given by

pj =
n∑
k=0

b
(n)
2k q

2k−1
j .

Substituting A11, A12 from equation (6.8) and c1 = −c2 = 1 into equation (6.26), we

have

pj =
n∑
k=0

a
(n)
2k+1q

2k
j +

n∑
k=0

b
(n)
2k q

2k−1
j +

n−1∑
k=0

b
(n)
2k+1q

2k
j . (6.28)

Substituting
n∑
k=0

a
(n)
2k+1q

2k
j = −

n−1∑
k=0

b
(n)
2k+1q

2k
j from equation (6.27) into equation (6.28),

we obtain

pj =
n∑
k=0

b
(n)
2k q

2k−1
j .

In the generic case, the coordinates q1, ..., q2n, p1, ..., p2n are canonical with respect

to the Konstant Kirillov Poisson structure as well

{pi, pj} = {qi, qj} = 0, {pi, qj} = δij. (6.29)

Theorem 6.4. Consider the following:

Pk = Π2k =
a

(n)
2(n−k)+1 + b

(n)
2(n−k)+1

a
(n)
2n+1

, Qk =
n∑
j=1

1

2j
b

(n)
2j

∂S2j

∂Π2k

, k = 1, ..., n,

where Sk =
2n∑
j=1

qkj for k = 1, ..., 2n and Π1, ...,Π2n are the symmetric functions of

q1, ..., q2n :

Π1 = q1 + q2 + ...+ q2n, Π2 =
∑

1≤j≤2n

qjqk, ..., Π2n = q1q2...q2n. Then

(1) P1, ..., Pn, Q1, ..., Qn are coordinates in the symplectic leaves.

(2) P1, ..., Pn, Q1, ..., Qn are canonical, namely

{Pi, Pj} = {Qi, Qj} = 0, {Pi, Qj} = δij.

Proof. We want to prove the second part of our theorem, that is, the coordinates

P1, ..., Pn, Q1, ..., Qn are canonical. First let us compute the bracket {Pk, Pl}
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Since the pracket is bilinear, we obtain

{Pk, Pl} = {
a

(n)
2(n−k)+1 + b

(n)
2(n−k)+1

a
(n)
2n+1

,
a

(n)
2(n−l)+1 + b

(n)
2(n−l)+1

a
(n)
2n+1

}

=
1

(a
(n)
2n+1)2

({a(n)
2(n−k)+1, b

(n)
2(n−l)+1} − {a

(n)
2(n−l)+1, b

(n)
2(n−k)+1})

+
1

(a
(n)
2n+1)2

({a(n)
2(n−k)+1, a

(n)
2(n−l)+1}+ {b(n)

2(n−k)+1, b
(n)
2(n−l)+1}).

(6.30)

By equation (6.21), we have

[da
(n)
2(n−k)+1, da

(n)
2(n−l)+1] = 0 = [b

(n)
2(n−k)+1, b

(n)
2(n−l)+1]. (6.31)

By equation (6.31) and equation (6.18), we obtain

{a(n)
2(n−k)+1, a

(n)
2(n−l)+1} = 0 = {b(n)

2(n−k)+1, b
(n)
2(n−l)+1}

Equation (6.30), gives

{Pk, Pl} =
1

(a
(n)
2n+1)2

(−{b(n)
2(n−l)+1, a

(n)
2(n−k)+1}+ {a(n)

2(n−l)+1 + b
(n)
2(n−k)+1}).

Substituting {b(n)
2(n−l)+1, a

(n)
2(n−k)+1} and {a(n)

2(n−l)+1, b
(n)
2(n−k)+1} from equation (6.22) into

the above equation, we have

{Pk, Pl} =
1

(a
(n)
2n+1)2

(−b(n)
2(2n−k−l+1) + b

(n)
2(2n−k−l+1)) = 0.

Therefore

{Pk, Pl} = {Π2k,Π2l} = 0, k, l = 1, .., n. (6.32)

To compute the brackets that involve Qk, we make use of the following formula:

ln(
∞∑
j=0

Πjγ
j) =

∞∑
k=1

(−1)k−1Sk
k
γk, (6.33)

where γ is an auxiliary variable.

Since in equation (6.27) the roots of the polynomial

n−1∑
k=0

(b
(n)
2k+1 + a

(n)
2k+1)λ2k + a

(n)
2n+1λ

2n = 0,
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are given by q1, ..., qn,−q1, ...,−qn, we obtain

Π2k+1 = S2k+1 =
2n∑
j=1

q2k+1
j = q2k+1

1 +q2k+1
2 +...+q2k+1

n −q2k+1
1 −q2k+1

2 −...−q2k+1
n = 0.

Therefore, by differentiating equation (6.33) with respect to Π2k, we can express
∂S2j

∂Π2k

as:

∂S2j

∂Π2k

= −2j

( n∑
i=0

Π2iγ
2i

)−1


2j−2k

, (6.34)

where [X(γ)]2j−2k is the coefficient of γ2j−2k in X(γ) which is a power series in γ

near 0 .

By differentiating equation (6.33) with respect to Π2k, we find

1
∞∑
j=0

Πjγ
j

γ2k =
∂S1

∂Π2k

γ1 − 1

2

∂S2

∂Π2k

γ2 +
1

3

∂S3

∂Π2k

γ3 + · · ·.

Since S2j+1 = 0, we obtain

1
∞∑
j=0

Πjγ
j

γ2k = −1

2

∂S2

∂Π2k

γ2 − 1

4

∂S4

∂Π2k

γ4 − 1

6

∂S6

∂Π2k

γ6 − · · ·.
(6.35)

Dividing the equation (6.35) by γ2k, we obtain

1
∞∑
j=0

Πjγ
j

= −1

2

∂S2

∂Π2k

γ2−2k − 1

4

∂S4

∂Π2k

γ4−2k − 1

6

∂S6

∂Π2k

γ6−2k − · · ·

By comparing the coefficients of γ2j−2k, we have 1
∞∑
j=0

Πjγ
j


2j−2k

= − 1

2j

∂S2j

∂Π2k

.

Since j ≤ n, j − k ≤ n and the coefficient of γ2j−2k enter in (
n∑
i=0

Π2iγ
2i)−1, we have

∂S2j

∂Π2k

= −2j[(
n∑
i=0

Π2iγ
2i)−1]2j−2k.
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Compute the bracket {Pk, Ql}.
By definition of Ql, Pk = Π2k and by Leibniz’ Rule of {, }, we have

{Pk, Ql} = {Π2k,
n∑
j=1

1

2j
b

(n)
2j

∂S2j

∂Π2l

} =
n∑
j=1

{Π2k, b
(n)
2j }

1

2j

∂S2j

∂Π2l

+
n∑
j=1

1

2j
b

(n)
2j {Π2k,

∂S2j

∂Π2l

}.

(6.36)

Thus, by equation (6.34), we have
∂S2j

∂Π2l

is a polynomial in Π2m with m ≤ j, and

from equation (6.32), we have the second term in (6.36) is zero .

Then equation (6.36) becomes

{Pk, Ql} =
n∑
j=1

{Π2k, b
(n)
2j }

1

2j

∂S2j

∂Π2l

=
n∑
j=1

{Π2k, b
(n)
2j }

(− n∑
j=0

Π2jγ
2j

)−1


2j−2l

.

(6.37)

By definition of Π2k and b
(n)
2j , we have

{Π2k, b
(n)
2j } = {

a
(n)
2(n−k)+1 + b

(n)
2(n−k)+1

a
(n)
2n+1

, b
(n)
2j }.

By linearity of bracket { , }, we obtain

{Π2k, b
(n)
2j } = 1

a
(n)
2n+1

({a(n)
2(n−k)+1, b

(n)
2j }+ {b(n)

2(n−k)+1, b
(n)
2j }).

Substituting {a(n)
2(n−k)+1, b

(n)
2j } and {b(n)

2(n−k)+1, b
(n)
2j } from equation (6.22) into the above

equation, we have

{Π2k, b
(n)
2j } =

1

a
(n)
2n+1

(−b(n)
2(n−k+j)+1 − a

(n)+1
2(n−k+j)+1)

= −Π2(k−j).

Therefore

{Π2k, b
(n)
2j } = −Π2(k−j). (6.38)

Substituting {Π2k, b
(n)
2j } from equation (6.38) into equation (6.37), we have

{Pk, Ql} = −
n∑
j=1

Π2(k−j)

(− n∑
j=0

Π2jγ
2j

)−1


2j−2l

=
n∑
j=1

Π2(k−j)

( n∑
j=0

Π2jγ
2j

)−1


2j−2l

.
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Since {Pk, Ql} =
n∑
j=1

Π2(k−j)

( n∑
j=0

Π2jγ
2j

)−1


2j−2l

=
n∑
j=l

Π2(k−j)

( n∑
j=0

Π2jγ
2j

)−1


2j−2l

,

we can replac the sum from 1 to n by a sum from l to n in the last equation because

the expression (
n∑
j=0

Π2jγ
2j

)−1

does not contain any negative power . Since the expression

n∑
j=l

Π2(k−j)

( n∑
j=0

Π2jγ
2j

)−1


2j−2l

is just the coefficient of γ2k−2l, k ≤ n in(
n∑
i=0

Π2iγ
2i

)(
n∑
j=0

Π2jγ
2j

)−1

= 1,

we see that

{Pk, Ql} = δkl.

To compute the brackets between Qk and Ql , we note that

{b(n)
2j , b

(n)
2i } = { ∂S2j

∂Π2k

,
∂S2i

∂Π2l

} = 0. (6.39)

The only contributions to the bracket {Qk, Ql} come from the cross terms

{Qk, Ql} =
n∑

i,j=1

{ 1

2j
b

(n)
2j

∂S2j

∂Π2k

,
1

2i
b

(n)
2i

∂S2i

∂Π2l

}.

By Leibniz’ Rule of the bracket, we obtain

{Qk, Ql} =
n∑
i

1

2i

(
{ 1

2j
b

(n)
2j

∂S2j

∂Π2k

, b
(n)
2i }

∂S2i

∂Π2l

+ b
(n)
2i {

1

2j
b

(n)
2j

∂S2j

∂Π2k

,
∂S2i

∂Π2l

}
)
.

By Skew-Symmetry of { , }, we obtain

{Qk, Ql} =
n∑
i

1

2i

(
−{b(n)

2i ,
1

2j
b

(n)
2j

∂S2j

∂Π2k

}∂S2i

∂Π2l

− b(n)
2i {

∂S2i

∂Π2l

,
1

2j
b

(n)
2j

∂S2j

∂Π2k

}
)
.

By Leibniz’ Rule of the bracket, we have

{Qk, Ql} =
n∑

i,j=1

1

4ij

(
−{b(n)

2i , b
(n)
2j }

∂S2j

∂Π2k

∂S2i

∂Π2l

− b(n)
2j {b

(n)
2i ,

∂S2j

∂Π2k

}∂S2i

∂Π2l

)
+

n∑
i,j=1

1

4ij

(
−b(n)

2i {
∂S2i

∂Π2l

, b
(n)
2j }

∂S2j

∂Π2k

− b(n)
2i b

(n)
2j {

∂S2i

∂Π2l

,
∂S2j

∂Π2k

}
)
.
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From equation (6.39), we obtain

{Qk, Ql} =
n∑

i,j=1

1

4ij

(
−b(n)

2j {b
(n)
2i ,

∂S2j

∂Π2k

}∂S2i

∂Π2l

− b(n)
2i {

∂S2i

∂Π2l

, b
(n)
2j }

∂S2j

∂Π2k

)
.

By Skew-Symmetry of { , }, we have

{Qk, Ql} =
n∑

i,j=1

1

4ij

(
b

(n)
2j {

∂S2j

∂Π2k

, b
(n)
2i }

∂S2i

∂Π2l

− b(n)
2i {

∂S2i

∂Π2l

, b
(n)
2j }

∂S2j

∂Π2k

)
.

replacing i by j in the last part, we obtain

{Qk, Ql} =
n∑

i,j=1

1

4ij

(
b

(n)
2j {

∂S2j

∂Π2k

, b
(n)
2i }

∂S2i

∂Π2l

− b(n)
2j {

∂S2j

∂Π2l

, b
(n)
2i }

∂S2i

∂Π2k

)
. (6.40)

The bracket between
∂S2j

∂Π2k

and b
(n)
2i can be computed by

{ ∂S2j

∂Π2k

, b
(n)
2i } = {−2j

( n∑
i=0

Π2iγ
2i

)−1


2j−2k

, b
(n)
2i }

Since

(
n∑

m=0

Π2mγ
2m

)−1( n∑
s=0

Π2sγ
2s

)
= 1, we obtain

{ ∂S2j

∂Π2k

, b
(n)
2i } = {−2j

( n∑
i=0

Π2iγ
2i

)−1


2j−2k

(
n∑

m=0

Π2mγ
2m

)−1( n∑
s=0

Π2sγ
2s

)
, b

(n)
2i }

= −2j{

( n∑
m=0

Π2mγ
2m

)−2( n∑
s=0

Π2sγ
2s

)
2j−2k

, b
(n)
2i }

= −2j

( n∑
m=0

Π2mγ
2m

)−2 n∑
s=0

{Π2s, b
(n)
2i }γ2s


2j−2k

.
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By equation (6.38), we have

{ ∂S2j

∂Π2k

, b
(n)
2i } = 2j

( n∑
m=0

π2mγ
2m

)−2 n∑
s=0

Π2(s−i)γ
2s


2j−2k

= 2j

( n∑
m=0

Π2mγ
2m

)−2 n−i∑
s=i

Π2sγ
2(s+i)


2j−2k

= 2j

( n∑
m=0

Π2mγ
2m

)−2 n−i∑
s=i

Π2sγ
2s


2j−2k−2i

= 2j

( n∑
m=0

Π2mγ
2m

)−2 n∑
s=0

Π2sγ
2s


2j−2k−2i

,

where in the last line, we replaced the upper and lower limit of the second sum by

n , 0 respectively . Because 2j − 2k − 2i ≤ 2(n − i) ≤ 2n, so if p > n − i, the

coefficient of γ2p in
n∑
s=0

Π2sγ
2s will not enter in the final expression.

Therefore

1

4ij
{ ∂S2j

∂Π2k

, b
(n)
2i }

∂S2i

∂Π2l

= 1
4ij

2j

( n∑
m=0

Π2mγ
2m

)−2 n∑
s=0

Π2sγ
2s


2j−2k−2i

−2i

( n∑
m=0

Π2mγ
2m

)−1


2i−2l


= −

( n∑
m=0

Π2mγ
2m

)−3 n∑
s=0

Π2sγ
2s


2j−2k−2i+2i−2l

= −

( n∑
m=0

Π2mγ
2m

)−3 n∑
s=0

Π2sγ
2s


2j−2k−2l

.
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Similarly, the second term in equation (6.40), tokes the form

1

4ij
{∂S2j

∂Π2l

, b
(n)
2i }

∂S2i

∂Π2k

= −

( n∑
m=0

Π2mγ
2m

)−3 n∑
s=0

Π2sγ
2s


2j−2k−2l

= −

( n∑
m=0

Π2mγ
2m

)−3 n∑
s=0

Π2sγ
2s


2j−2k−2l

.

Since the first and second terms in (6.40) are equal to each other, we obtain

{Qk, Ql} = 0.

In summary

{Pk, Ql} = δlk, {Pk, Pl} = 0, {Qk, Ql} = 0.

Example 6.5. Case n = 1. In this case we will show that

Q = 4w, P =
1

2
(wz − w2 − z).

First of all

Q = Q1 =
1

2
b

(1)
2

∂S2

∂Π2

= −b(1)
2 .

By equation (6.2), we have

Q = 4w.

Next

P = P1 =
a

(1)
1 + b

(1)
1

a
(1)
3

.

By equations (6.7),(6.2), and using t1 = 1, we have

P =
2(wz − w2)− z

4
= 1

2
(wz − w2 − z).

These coincide with Okamoto s canonical coordinates [10].

Example 6.6. Case n = 2. In this case we will show that

P1 = −1
2
(w2 − wz − t1

2
),

P2 = 1
16

[−z + 6w4 − 12w2wz + 2w2
z − 4wwzz + 2wzzz + 2t1(wz − w2)],

Q1 = −8wwz + 4wzz,

Q2 = 16w.

(6.41)
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First By equation (6.2) and using t2 = 1, we have

P1 =
a

(2)
3 + b

(2)
3

a
(2)
5

=
4t1 + 8[wz − w2]

16
= 1

4
(t1 + 2[wz − w2])

= −1
2
(w2 − t1

2
− wz).

Next by definition of P2, equation (6.7) and equation (6.2), we have

P2 = Π4 =
a

(2)
1 + b

(2)
1

a
(2)
5

=
t1(−2w2) + (2w2

z − 4wwzz + 6w4)− z + t1(2wz) + 2(wzzz − 6w2wz)

16
= 1

16
[−z + 6w4 − 12w2wz + 2w2

z − 4wwzz + 2wzzz + 2t1(wz − w2)].

Next by definition of Q1, and equation (6.7), we have

Q1 =
1

2
b

(2)
2

∂S2

∂Π2

+
1

4
b

(2)
4

∂S4

∂Π2

= −b(2)
2 + b

(2)
4 Π2

= −t1(−4w)− (−4(wzz − 2wwz + 2wwz − 2w3)) + (−16w)(−1
2
(w2 − wz − t1

2
))

= −8wwz + 4wzz.

Finally

Q2 =
1

4
b

(2)
4

∂S4

∂Π4

= −b(2)
4 = 16w.
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6.4 Hamiltonian structure

In this section, we will construct the Hamiltonian function, Hamiltonian vector field

of this Hamiltonian function and we will derive the Hamiltonian structure of the

second Painlevé hierarchy.

Proposition 6.7. The vector field

χk(A) := −[(Anλ1−2k)−, A], (6.42)

is Hamiltonian with the Hamiltonian function

h
(n)
k :=

1

2
TrRes(λ1−2k(An)2). (6.43)

Proof. Let us denote

L̂k = −(A(n)λ1−2k)− ∈ g−. (6.44)

Substituting L̂k from equation (6.44) into equation(6.42), we have

χk(A) = [L̂k, A].

To show that it is Hamiltonian and to compute the Hamiltonian function f , we use

the following definition:

ω(χk , Y )(E) :=< [Y,E], df >, Y ∈ g−, E ∈ g∗−. (6.45)

Since L̂k ∈ g−, A ∈ g∗−, equation (6.45) gives

ω(χk , Y )(A) =< [Y,A], df > . (6.46)

By equations (6.20) , (6.18), and by the same method of the proof of equation (6.14),
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we have
ω(χk , Y )(A) = {χk , Y }(A)

= < A, [dχk, dY ] >

= − < [L̂k, Y ], A >

= −TrRes(A[L̂k, Y ])

= −TrRes(AL̂kY − AY L̂k)
= −ResTr(AL̂kY − AY L̂k)
= −(ResTrAL̂kY − ResTrAY L̂k)

= −(ResTrL̂kY A− ResTrL̂kAY )

= −ResTr(L̂kY A− L̂kAY )

= −ResTr(L̂k[Y,A])

= TrRes(−L̂k[Y,A]).

Thus it follows that

ω(χk , Y )(A) = < [Y,A] ,−L̂k > . (6.47)

By equation (6.47) and equation (6.46), we find

ω(χk , Y )(A) =< [Y,A], df >=< [Y,A] ,−L̂k > .

This shows that if we can prove that there exist f such that df = L̂k then [L̂k, A] =

[A, df ] defines a Hamiltonian vector field of Hamiltonian f . We are now going to

show that the Hamiltonian (6.43) is such that dh
(n)
k = −L̂k. For every X ∈ g− , E ∈

g∗− , and by equation (6.19), we can identify

[X,E] = ad∗X = δXE.

Using the definition (6.19), we get

h
(n)
k (A+ δx(A))− h(n)

k (A) +Q(δx(A))2 =< dh
(n)
k , δXA >, (6.48)

δXA = [Y,A] which is the contraction.

We are now going to show that the isomonodromic deformation Hamiltonian for

the n-th equation in the PII hierarchy is given by

H(n) := − 1

2 4n
TrRes

(
λ1−2n(A(n))2

)
. (6.49)
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Theorem 6.8. Define:

H(n)(P1, ..., Pn, Q1, ..., Qn, z) := − 1

4n

(
n−1∑
l=0

a
(n)
2l+1a

(n)
2(n−l)−1 −

n−1∑
l=0

b
(n)
2l+1b

(n)
2(n−l)−1 +

n∑
l=0

b
(n)
2l b

(n)
2(n−l)

)
+
Qn

4n
,

(6.50)

in which we are thinking of a
(n)
2l+1, b

(n)
2l+1, b

(n)
2l as functions of P1, ..., Pn, Q1, ..., Qn, t1, ..., tn−1, z.

Then the n-th member of the second Painlevé hierarchy is given by the equation

dPk
dz

= −∂H
(n)

∂Qk

,
dQk

dz
=
∂H(n)

∂Pk
. (6.51)

Proof. By equation (6.49), we have

H(n) = − 1

2 4n
TrRes

(
λ1−2n(A(n))2

)
= − 1

2 4n
ResTr

(
λ1−2n(A(n))2

)
.

By equation (6.8), and definition of the Trace on the matrix, we obtain

H(n) = − 1

2 4n
Resλ1−2n{2

(
n∑
k=0

a
(n)
2k+1λ

2k

)(
n∑
k=0

a
(n)
2k+1λ

2k

)
+

(
n∑
k=0

b
(n)
2k λ

2k−1

)(
n∑
k=0

b
(n)
2k λ

2k−1

)

−

(
n∑
k=0

b
(n)
2k λ

2k−1

)(
n−1∑
k=0

b
(n)
2k+1λ

2k

)
+

(
n∑
k=0

b
(n)
2k λ

2k−1

)(
n−1∑
k=0

b
(n)
2k λ

2k−1

)

+

(
n∑
k=0

b
(n)
2k λ

2k−1

)(
n−1∑
k=0

b
(n)
2k+1λ

2k

)
−

(
n−1∑
k=0

b
(n)
2k+1λ

2k

)(
n∑
k=0

b
(n)
2k λ

2k−1

)

−

(
n−1∑
k=0

b
(n)
2k+1λ

2k

)(
n−1∑
k=0

b
(n)
2k+1λ

2k

)
}.

Collection the similar elements of the above equation, we have

H(n) = − 1

2 4n
Res2λ1−2n{

(
n∑
k=0

a
(n)
2k+1λ

2k

)(
n∑
k=0

a
(n)
2k+1λ

2k

)
+

(
n∑
k=0

b
(n)
2k λ

2k−1

)(
n∑
k=0

b
(n)
2k λ

2k−1

)

−

(
n−1∑
k=0

b
(n)
2k+1λ

2k

)(
n−1∑
k=0

b
(n)
2k+1λ

2k

)
}.
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Using the definition of Residual, we obtain

H(n) = − 1

4n
[a

(n)
1 a

(n)
2n−1 + a

(n)
2(1)+1a

(n)
2(n−1)−1 + a

(n)
2(2)+1a

(n)
2(n−2)−1 + ...+ a

(n)
2(n−1)+1a

(n)
1 ]

+ [b
(n)
2(0)b

(n)
2(n) + b

(n)
2(1)b

(n)
2(n−1) + ...+ b

(n)
2(n)b

(n)
0 ]

− [b
(n)
1 b

(n)
2(n)−1 + b

(n)
3 b

(n)
2(n−1)−1 + ...+ b

(n)
2(n−1)+1b

(n)
1 ].

Therefore

H(n) = − 1

4n

[
n−1∑
l=0

a
(n)
2l+1a

(n)
2(n−l)−1 −

n−1∑
l=0

b
(n)
2l+1b

(n)
2(n−l)−1 +

n∑
l=0

b
(n)
2l b

(n)
2(n−l)

]
,

where we are treating a
(n)
j , b

(n)
j as coordinates on the coadjoint orbit. When express-

ing this Hamiltonian in our canonical coordinates, we need to take into account a

shift h due to the explicit z dependence in the variable Pn. All other canonical

coordinates depend on a
(n)
j , b

(n)
j only. To compute this shift we use the following

well-known result [27]:

Lemma 6.9. Let
dyi
dz

= {yi, H(y, z)} (6.52)

be a Hamiltonian system on a Poisson manifold with Poisson brackets {, } and

y = φ(x, z), be a local diffeomorphism depending explicitly on z. Let the vector

field ∂zφ be a Hamiltonian vector field with Hamiltonian δH . Then (6.52) is a

Hamiltonian system also in the x-coordinates

dxi
dz

= {xi, Ĥ(x, z)},

where

Ĥ(x, z) = H(φ(x, z), z)− δH(φ(x, y), z).

Let us compute this shift in our case. The only coordinate depending explicitly

on z is

pn =
−z
4n

+ f(a
(n)
1 , ..., a

(n)
2n+1, b

(n)
0 , ..., b

(n)
0 , ..., b

(n)
2n ).

So for y = (p1, ..., pn, Q1, ..., Qn), we have

δH(n) =
Qn

4n

which gives (6.50).
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Now we will give the Hamiltonian structure of the first and second members of

the second Pailevé hierarchy.

Example 6.10. In the case n = 1, we will show that the Hamiltonian function for

the first member of the second Pailevé hierarchy is given by

H(1) = 4P 2 +
1

4
Q+

1

4
PQ2 + 2Pz − 1

2
Qα1. (6.53)

Since n = 1 then by example (6.5), we have Q = 4w, P = 1
2
(wz −w2− z

2
), and

by equation(6.50) , we have

H(1) = −1

4

[
(a

(1)
1 )2 − (b

(1)
1 )2 + 2b

(1)
2 b

(1)
0

]
+
Q

4

= −1

4

[
(−2w2 − z)2 − (2wz)

2 + 2α1(−8w)
]

+
Q

4

= −1

4

[
4(−w2 − z

2
)2 − 4w2

z + 16α1w
]

+
Q

4

= −1

4

[
4[(−w2 − z

2
) + wz][(−w2 − z

2
)− wz] + 16α1w

]
+
Q

4

= −1

4

[
8P [(−w2 − z

2
)− wz] + 16α1w

]
+
Q

4

Thus

H(1) = 2Pw2 + Pz + 2Pwz − 2α1w + Q
4
. (6.54)

Substituting w = Q
4
, wz = 2P + w2 + z

2
into equation(6.54), we have

H(1) = PQ2

8
+ Pz + 2P (2P + w2 + z

2
)− 1

2
Qα1 + Q

4

= 4P 2 + 1
4
Q+ 1

4
PQ2 + 2Pz − 1

2
Qα1.

Now equation (6.51) reads

dP

dz
= −∂H

(1)

∂Q
,

dQ

dz
=
∂H(1)

∂P
.

As a result, we obtain

dQ

dz
=
∂H(1)

∂P
= 8P +

1

4
Q2 + 2z, (6.55)

dP

dz
= −∂H

(1)

∂Q
=
−1

4
− 1

2
PQ+

1

2
α1. (6.56)

Differentiating equation (6.55) with respect to z, we find

d2Q

dz2
= 8

dP

dz
+

1

2
Q
dQ

dz
+ 2

= 8(−1
4
− 1

2
PQ+ 1

2
α1) + 1

2
Q(8P + 1

4
Q2 + 2z) + 2

= 1
8
Q3 +Qz + 4α1.
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Thus we obtain the equation

d2Q

dz2
=

1

8
Q3 +Qz + 4α1. (6.57)

Equation (6.57) gives the second Painlevé equation for w = 1
4
Q,

d2w

dz2
= 2w3 + wz + α1.

Therefore we have derived the Hamiltonian structure for the second Painlevé equa-

tion; that is the first member of the PII hierarchy.

Example 6.11. In the case n = 2, we will derive the Hamiltonian function for the

second member of the second Painlevé hierarchy;

H(2) = −16P 3
1 + 8P 2

1 t1−
1

8
α2Q2 + 2P1z +

1

16
P2Q

2
2 + 32P1P2−P1t

2
1− 8P2t1−

1

16
Q2

1.

(6.58)

Since n = 2 , equation (6.50) gives

H(2) = − 1

16

[
2a

(2)
1 a

(2)
3 − 2b

(2)
1 b

(2)
3 + 2b

(2)
0 b

(2)
4 + (b

(2)
2 )2

]
+
Q2

16
. (6.59)

By equation (6.7), we have

a
(2)
1 = −2t1w

2 + 2w2
z − 4wwzz + 6w4 − z,

a
(2)
3 = 4t1 − 8w2,

b
(2)
1 = 2wzzz − 12w2wz + 2wzt1,

b
(2)
3 = 8wz,

b
(2)
0 = −α2,

b
(2)
4 = −16w

b
(2)
2 = 8w3 − 4t1w − 4wzz.

(6.60)

Substituting a
(2)
1 , a

(2)
3 , b

(2)
1 , b

(2)
3 , b

(2)
0 , b

(2)
4 and b

(2)
2 from equation (6.60) into equation

(6.59), we obtain

H(2) = − 1

16

[
2(−2t1w

2 + 2w2
z − 4wwzz + 6w4 − z)(4t1 − 8w2)

]
+

1

16

[
2(2wzzz − 12w2wz + 2wzt1)(8wz)

]
− 1

16

[
32α2w + (8w3 − 4t1w − 4wzz)

2
]

+
Q2

16
.

(6.61)
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By equation (6.41), we can rewrite w, wz, wzz, and 2wzzz−12w2wz+2wzt1 in terms

of P1, P2, Q1, Q2 as

wz = 2P1 +
Q2

2

(16)2
− t1

2
,

wzz =
1

4

[
Q1 +Q2P1 +

8Q3
2

(16)3
− 1

4
Q2t1

]
,

2wzzz − 12w2wz + 2wzt1 = 16P2 + z − 3
Q4

2

(16)4
− 8P 2

1 −
1

32
P1Q

2
2 + 4P1t1 −

1

2
t1 +

1

64
t1Q

2
2.

(6.62)

Substituting w, wz, wzz, and 2wzzz − 12w2wz + 2wzt1 from equation (6.62) into

equation (6.61), we obtain

H(2) = −16P 3
1 + 8P 2

1 t1−
1

8
α2Q2 + 2P1z +

1

16
P2Q

2
2 + 32P1P2−P1t

2
1− 8P2t1−

1

16
Q2

1.

Using equation (6.51), we get

dP1

dz
= −∂H

(2)

∂Q1

=
1

8
Q1,

dP2

dz
= −∂H

(2)

∂Q2

=
1

8
α2 −

1

8
P2Q2,

dQ1

dz
=

∂H(2)

∂P1

= −48P 2
1 + 16P1t1 + 2z + 32P2 − t21,

dQ2

dz
=

∂H(2)

∂P2

=
1

16
Q2

2 + 32P1 − 8t1.

(6.63)

As a result, we obtain

d2Q2

dz2
=

2

(16)2
Q3

2 + 4P1Q2 − t1Q2 + 4Q1. (6.64)

Differentiating equation (6.63) with respect to z, we find

d3Q2

dz3
=

6

(16)2
Q2

2

dQ2

dz
+ 4P1

dQ2

dz
+ 4Q2

dP1

dz
− t1

dQ2

dz
+ 4

dQ1

dz
(6.65)

Substituting
dQ2

dz
,
dQ1

dz
and

dP1

dz
from equation (6.63) into (6.65), we have

d3Q2

dz3
= Q2

2P1 −
1

4
Q2

2t1 +
3

2048
Q4

2 − 64P 2
1 +

1

2
Q1Q2 + 128P2 + 4t21 + 8z. (6.66)
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By the same way, we can differentiating equation (6.66) with respect to z, we obtain

d4Q2

dz4
=

5

32
Q1Q

2
2 + 40Q2P

2
1 − 24Q2P1t1 +

5

16
Q3

2P1 +
7

2
Q2t

2
1

− 5

64
Q3

2t1 +
3

8192
Q5

2 +Q2z − 4Q1t1 + 16α2 + 8.

(6.67)

Substituting P1, Q1, O2, and P2 from equation (6.41) into equation (6.67), we obtain

wzzzz = 10w2wzz − 6w5 − 18w3t1 + 10ww2
z − 20wwzt1 + 12wt21 + wz − t1wzz + α2 +

1

2
.

(6.68)

Setting t1 = 0 ,w = V and α2 + 1
2

= α into equation(6.68), we gives

V 8888 − 10V 2V 88 − 10V (V 8)2 + 6V 5 = zV + α2,

the second member of PII hierarchy. Therefore we have derived the Hamiltonian

structure for the second member of the PII hierarchy.
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