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Abstract

In these days, security of citizens is considered one of the major concerns of any government in the world. In every country, there is a huge amount of unstructured texts coming from investigating offenders in police departments. As a result, the importance of crimes analysis is growing day after day. Criminology is one of the hot areas that focuses on the scientific study of crimes and aims to identify crime characteristics and both criminal behaviors and networks. This field of study is one of the most intelligent research areas where text mining is used to process unstructured texts and extract meaningful information which is hidden in the unstructured texts. The knowledge extracted from text mining is very useful to police departments where solving crimes is a very complex task that requires human effort and experience.

There is a little research in methods and techniques that extract criminal networks from unstructured investigations texts especially in Arabic language. Accordingly, the current research proposes a system to identify networks of criminals, and extract useful information relevant to crimes such as offender’s connection networks and discover a new hidden relationship between offenders by linking investigation documents with each other. After that, the results of the research are visualized direct and indirect relation between offenders to help policemen find pieces of evidences related to certain crimes and accordingly apply the law.

In our proposed system, we climb three main distinct contributions to discover forensics using investigation documents. The first by extracting offender names from unstructured text. Secondly, by constructing a crime network from real Arabic investigation documents. Finally, we provide analysis of the interaction between offenders in different documents that directly and indirectly related used to discover a new clue used to solve the crime puzzle. To evaluate the performance and effectiveness of the proposed system, real unstructured documents about investigations are obtained from police departments in the Gaza Strip. The experimental results show that the proposed system is effective in identifying proper offender person's name from real Arabic Documents. The average results for our
system using the F-measure is 89% also the average of F-measure in a proposed algorithm for discovery hidden relationship arrive to 92%. In addition, we found that our approach achieves best F-measure results in most cases.

Keywords: Criminology, Text Mining, Crime investigation, Criminal Networks, law enforcement.
الملخص

التحقيق في الجرائم من خلال تحليل النصوص والشبكات الاجتماعية

في هذه الأيام، يعتبر أمن المواطن من المهام الرئيسية لأي حكومة في العالم، حيث أنه هناك كم هائل من نصوص التحقيقات مع الجرائم. وعالية، فإن أهمية تحليل الجرائم تزداد يوما بعد يوم. علم الجريمة هو أحد النقاط المتاعة في البحوث العلمية التي يهدف من خلالها التعرف على خصائص الجرائم والسلوكيات الإجرامية وشبكة العلاقات بين المجرمين. تعتبر هذه الدراسة واحدة من البحوث الأكثر ذكاءً حيث تقوم بتحليل النصوص غير منتظمة ويتم من خلالها استكشاف البيانات من نصوص التحقيقات. المعيرة المستخرجة من نصوص التحقيقات مفيدة جداً لمئات الشرطة في حل جرائم معقدة تتطلب خبرة وكثيراً من الجهد والوقت اليدري.

على حد علم الباحث، هناك القليل من الطرق المستخدمة لاستكشاف الشبكات الإجرامية من خلال نصوص التحقيقات وخاصة في اللغة العربية. وبناءً على ذلك، يقترح البحث الحالي نموذجاً جديداً لاستكشاف شبكات المجرمين من خلال ربط نصوص التحقيق مع بعضها البعض. بعد ذلك يتم عرض النتائج بطريقة سلسة لمساعدة رجال الشرطة للعثور على بعض الأدلة المتعلقة بجريمة معينة مما يؤدي إلى تنفيذ القانون.

في نظامنا المقترح، نسعى لتحقيق ثلاث أهداف رئيسية في اكتشاف الأدلة الجنائية باستخدام نصوص التحقيقات، أولها: استخراج أسماء الجناة من نصوص التحقيق. ثانياً، من خلال بناء شبكات المجرمين باستخدام نصوص تحقيق عربية جيدة. وأخيراً، نقدم تحليل تفاعل الجناة مع بعضهم باستخدام واثق التحليل المتماثل لاستكشاف خيروط جيدة تساعد على حل لغز الجريمة.

لقيم أداء وفعالية النموذج المقترح، تم الحصول على نصوص تحقيق واقعية من إدارات الشرطة في قطاع غزة. النتائج التجريبية تبين أن النموذج المقدم فعال في تميز أسماء الأشخاص المتهمين من نصوص التحقيقات العربية الجيدة حيث أن متوسط المعدل وصل إلى 89% أيضاً معدل الخوارزمية المقدمة لاستكشاف العلاقات الغير مباشرة وصل إلى 92%.

وجدنا نهجنا حقق أفضل نتائج ودقة أكثر في معظم الحالات.

الكلمات المفتاحية: الكشف عن الجرائم، تحديد النصوص، تحقيق الجرائم، شبكات الإجرامية وتطبيق القانون.
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Chapter 1

Introduction

Objectives

- Provide introduction to our thesis.
- Provide the motivation for undertaking this research.
- Explain the research methodology.
- Provide scope and limitations for the thesis.
- Provide the thesis structure.
Chapter 1 Introduction

Over the quite a lot of years, especially with growing in terms of populations, it is impossible to find a crime-free society in the world. This makes security of people become one of the most crucial responsibilities of governments all over the world. Thus, the main goal, here, is to reduce crime incidences[1]. The Gaza strip is one of the areas in the world with a society that is growing in intensity and complexity. This leads to an increase of crime incidences such as burglaries, thefts, robberies, vehicle crimes, murders, armed trafficking, sexual crimes, and international crimes, etc.[2-4].

Crime is a deviation in some people’s behaviors, from normal habits, that leads people to many harms at the level of spirit, personal properties, environment, etc. [5]. Police officers play a major role in civil administration; they are responsible for preventing and predicting crimes, and enforcing the law as well. Preventing crimes are very important to make people live safer and more stable.

Criminology is the process of identifying the characteristics of crimes [1]. Usually, a crime is not random[6]. Police officers prepare reports manually and in unstructured form. Analysis of criminal networks manually from this unstructured form is time-consuming and investigators can take months to solve a crime puzzle. This is because of the huge amount of data scattered across multiple structured and unstructured documents about current and old investigations. Nevertheless, doing this task manually may consume more time and resources; and it usually depends on the experience of policemen.

The increase of crimes complexity motivates and leads governments and police departments to use technology to reduce the effort and to speed up the process of analyzing and linking information to discover criminals.

The abundance of investigation reports has increased the amount of data available at police departments. These data are usually kept for archiving purposes. But, if this content is mined for specific information, this may lead to other resources that can assist the investigation process and analyze this retrieved information and may help catch offenders in a faster way.

Unstructured text is very common. According to Gupta et al. over 80% of information is stored as texts [7]. Many police departments have a huge amount of
investigations as unstructured text that can be useful to detect and prevent a new crime accident by identifying crime patterns. Text mining techniques played a vital role in the last few years in knowledge extraction from unstructured documents, especially in crime detection and prevention. This is done through the analysis of large amounts of crime-related information to find those who are responsible for each crime [8].

The number of publications and research projects in data mining in law enforcement area is slowly increasing [9]. Most of the tools and software used by police departments utilizes structured databases which are easy for investigators to compute some statistics about the crime, or search for particular information about crime. But unstructured documents of previous investigations are usually saved in an archive. On the other hand, data can also be stored in unstructured texts, but these data will be complex to manipulate. Therefore, the study of criminal networks is increasing day after day to detect suspicious networks and apply the law. Most police departments nowadays have come to realize the detailed knowledge of invisible links and more details about offenders who are involved in crimes [10, 11].

Arabic language is one of the most widely spoken languages in the world. As far as is known, a little research focus on crime domain in Arabic language. The first goal of the current study is to develop a system for extracting useful information in Arabic crime domain from unstructured investigation data in order to mine it [12, 13].

The main purpose of this thesis is to study various approaches to create a new system for crime detection using unstructured text mining techniques. It focuses on solving problems of discovering social relations between offenders from unstructured text investigations and find out useful information by applying text-mining methods. This system will be conducted in an investigation to help police officers to efficiently detect hidden relations between criminals in a large volume of investigation documents.

Understating relationships between crime investigations can help investigators to detect hidden information in order to identify trends and patterns, and even predict new actors of the crime. For example, suppose in Figure 1.1 that an investigator interrogates an offender named (Ali) about an accident such as a theft, and the
investigator has an archive of unstructured investigation documents $d = (d_1, d_2, \ldots, d_n)$ where $n$ is the number of documents. Where, someone need to find the relation between (Ali) and other offenders using archive documents. First, all names of persons will be extracted from each document. After that, stemming for those names will follow criteria that unify the results of finding names of offenders. Accordingly, direct and indirect relations between offenders will be extracted. In the end, results will be visualized as shown in Figure 1.1.

**Figure 1.1: relationship between investigations documents**
As shown in Figure 1.1,
1- Ali has direct relation to Jamal
2- Jamal has direct relation with Ahmed, so Ahmed may know Ali.
3- Ahmed has direct relation with Hazem, so Hazem may know Jamal and Ali.
4- And so on.

In our system, a three-stage approach to crime detection is suggested. In the first stage, named entities in the target texts are automatically recognized. In the second stage, social relationships between criminals from multiple investigations documents are identified. In the third stage, hidden links between criminals are extracted by analyzing the criminal social network. The goal, here, is to discover more evidences about the crime.

1.1 Problem Statement

Police departments need a system to handle a huge number of investigation documents to reduce effort and time in order to find hidden relationships between the actors. These relations are very important to detect dangerous links between networks and extract useful information from investigation documents that can be used as an evidence.

Therefore, the current research attempts to answer the following question.

How can we investigate a relationship between offender actors of different crimes using text mining based on investigation documents written in Arabic?

1.2 Objectives

1.2.1 Main Objective

The main objective of this thesis is to develop an effective system using text-mining techniques to analyze Arabic-based crime investigation documents. This help identify direct and indirect criminal relationships between actors in order to assist investigators to detect hidden communities and identify other participants.

1.2.2 Specific Objectives

The specific objectives of the project are to:
• Collect real data from police departments.
• Perform preprocessing phases and classification efficiently
• Find a suitable algorithm to extract Arabic named entities from unstructured text.
• Propose an approach to build a criminal network.
• Analyze crime networks and trace patterns of behaviors.
• Identify the key person of offenders in the same investigation document.
• Visualize the resulting network to the user of the proposed system.
• Evaluate the performance of the proposed approach with real investigation documents using recall and precision.

1.3 Significance of the Thesis

The importance of this study springs from the fact that crime ratio and complexity of criminal accidents rapidly increase. And usually police officers, when follow a crime, depend on the expertise of other police officers. It is also important because safety of people is considered a major objective and concern in any country in the world. Therefore, police needs rapid and effective techniques to predict crime patterns and find a criminal network between offenders to improve strategic decision-making. Moreover, text-mining methods have become a key feature for homeland-security technologies [14]. To sum up, the current study is important because of the following.

• Helps police officers predict crimes and extract relations between actors from unstructured investigations texts; and this may lead to new clues and criminals tracking.

• To the best of the researcher’s knowledge, the current system will be one of the least attempt in this field using Arabic language in crime detection to find invisible links between actors.

• There is no comparable study on real crime investigations documents.
• Mines hidden relationships on criminal social networks by discovering ambiguous relations between offenders.

1.4 Challenges of this thesis

There are several challenges in this area:

• Data set is written in Arabic language without grammar rules and unstructured Arabic language.

• Existing techniques are developed for English language and do not always work for other languages such as Arabic.

• There are many basic assumptions about capitalization and tokenization that would not work for other languages especially Arabic.

• Most of the algorithms that extract names from unstructured text depend on English language and not support Arabic Language.

• The name of the same person may be referred to more than one time.

• Collecting sensitive data about investigations from police departments in Gaza strip.

• Due to the sensitive nature of real crime datasets, they are not easily available for academic research because they involve problems and difficulties[15].

1.5 Scope and Limitations

There are some limitations, which should be considered during the phases of this research. They are as follows:

• The research is only concerned about defining criminal networks between offenders.

• The data set does not contain misleading or noise value.

• The dataset collected from police departments is only about theft incidents in Gaza strip and limited to the period between the beginning of 2008 and the end of 2013.
The research only considers documents in Arabic language.

We assume there is a relationship between any two offenders which might be found in the same investigation document.

1.6 Research Methodology

The research methodology, as shown in Figure 1.2 employed in this thesis is described and summarized in the following points:

Background

To start this thesis, a great amount of relevant literature review is studied. This leads the researcher to establish a road map for collecting appropriate materials needed to cover this stage. Several sources are also used such as IEEE Explore, Google search engine, ACM, etc.

Data Collection

The proposed work is carried out using a real dataset related to crime incidents. This dataset is collected from police departments in the Gaza strip. In addition, the target investigation documents about theft incidents in Gaza strip are limited to the period between the beginning of 2008 and the end of 2013.

Document Pre-processing

This phase includes preparing the target data to convert them to some standard format suitable for text mining. The preparation of such data consists of several steps: tokenization, sentence splitting, foreign word/symbol removal, stop word removal, and normalization [16, 17].

Extract person names using Arabic NER

Named Entity Recognition is one of the main natural language processing (NLP) tasks [18]. First, the question that should be asked is: what kind of system or tools can best extract Arabic names from text?

In this thesis, attempts are made to answer this question. Each person name is a candidate to be a node in the crime network.
Co-Reference

Co-Reference play a vital role for several Natural Language Processing (NLP) applications such as Text Summarization, Machine Translation or Information Extraction (IE) [19]. It is used when two or more names refer to the same person. For example, (Ahmed) and (he said); the proper noun (Ahmed) and the pronoun (he) refer to the same person, namely Ahmed. In this step, a standardization of names is generated.

Normalization

The goal of the normalization process is to eliminate duplicate names that refer to the same person. This reduces redundancy in the identified communities.

Extract Criminal Communities

A community consists of nodes and edges between these nodes [20]. The main purpose of this phase is to extract communities from set of investigations documents by extracting person’s names. This leads to build a strong linkage between criminals. It is assumed that a relationship exists between two offenders if they have participated in the same crime. For that, FP-growth algorithm[21] may be used as it is an efficient algorithm to find frequent pattern in a set of documents.

Extract Key person of Community

At the same time when a community is extracted from investigations documents, if there is more than one person in documents, the frequency of a person’s name is counted. The person with the highest frequency is labeled as the key person of that community of criminals.

Detect Invisible Relations that Link Communities

Most contributions in developing social networks have exclusively focused on direct links between actors [22]. However, it is an important step to discover the unexpected actors in a crime. This can be by achieved finding a friend of a friend relationship between person’s names in different communities. In fact, actors may belong to different communities. Therefore, in this phase, an efficient algorithm is
needed to detect the overlapping communities. In this phase, a system is developed to discover hidden relations between actors using a new discovery algorithm.

**Visualize Criminal Networks**

To evaluate the accessibility of the current system, visualization will be used as one of the technical possibilities after unstructured information has been transformed into a structured representation (i.e., the crime network). The visualization is used to simplify the process of results reading and drawing conclusions. While the criminal names are mapped to nodes, the relationships are mapped to edges between nodes; and we will distinct between direct and indirect edges.

**Evaluation**

System evaluation is a difficult task because there is no ideal crime network for a given documents or set of documents and this type of evaluation depends on human experts. However, in the current approach, a real data set is used to evaluate the performance. In order to evaluate the effectiveness of approach, we measure the precision of both direct and indirect relation between offender’s discovery modules using some of actual real-life data. By manually expecting the result where obtained from experiment data set; where expert human can verify the results and evaluate the accuracy of the system. Also the scalability of the proposed system will be evaluated by measuring runtime execution per data size.
1.7 Thesis Format

The rest of the thesis is organized into 6 chapters, as follows: Chapter 2 discusses the state of the art and literature survey. Chapter 3 includes the theoretical foundation of the thesis. Chapter 4 presents the proposed crime detection approach. Chapter 5 presents the experimental results and evaluation. Finally, Chapter 6 presents the conclusions, recommendation and future work.
Chapter 2

Related Works

Objectives

- Discuss related research and current approaches.
- Provide Arabic crime detection literature review.
- Provide criminal social network analysis literature review.
- Discuss drawback and advantage of literature review.
Chapter 2 Related Works

Many researches gave a great attention to criminal network analysis, but a few of them proposed systems for a criminal network analysis to handle Arabic language. In this chapter, a number of research works that focused on criminal network analysis and crime detection is reviewed. This literature review is divided into two sections: literature on crime detection, and a criminal network analysis.

2.1 Crime detection

There are some researches in Arabic crime detection such as: Alruily, et al. in [1] built software that is used to determine types of crime from free text. The main approach of their paper is basically based on building a predefined dictionary that contains some important keywords that can be used to classify the crime domain. The researchers used two techniques in their paper. First; they used direct recognition using gazetteers to recognize patterns of crime types. The second technique used set of rules based on a predefined set of keywords for performing recognition function. They also demonstrated an initial prototype for determining crime types from crime news; but as it is noted, this prototype depended on a predefining dictionary that was manually built and this may have caused a lack of system where it only looked up on keywords that were previously defined in a dictionary list to classify a crime type.

The same authors in [13] extracted types of crime documents in a crime domain using a rule-based approach, and a cluster of Arabic crime documents based on crime types. The system had an ability to extract keywords based on syntactic standard. However, the main drawback of their paper was that it did not extract networks.

Sharef, et al in [17], tried to solve the problem of how to recognize an Arabic name and use it in a crime domain. The system had three phases. First, the linguistic preprocessing split the text in this system after the process of tokenization; then both splitting and tokenization used Part of speech tagging which was used in [23]. The second phase used in their approach was called Name Entity Identification and Classification. It used pattern rules, a set of predefined gazetteer which included a list of (people's names, organization and location names), and set of
grammatical rules. The final phase of their approach included extraction and classification of Name Entities. A corpus was also used to evaluate Sharif’s approach aggregate from newspapers.

Alkaff, et al in [24] was built systematically collect information about the nationality of criminal from crime news. Additional references are used to identify the nationalities of suspects, victims, and witnesses. They evaluate the direct and indirect extraction of nationality from crime news. Their model is based on gazetteers and rule-based extraction, as well as a co-reference resolution to link the references. However, these types of systems play an important role in gathering crime information nowadays. However, our system concern in building crime social network and discover the relation between offenders.

There are lots of work that has been done for named entity recognition such as, Aboaoga, et al in [16] used some other techniques to extract an Arabic name recognition. Where the focus was on extracting a person name in Arabic texts using four techniques where, they used predefined keywords for persons names found in different domains such as politics, sports and economy. Their approach consisted of three phases. First, the pre-processing which was a preparation of the dataset using a sentence splitter, tokenization and then normalization of the different forms of an Arabic letter. The second phase was the annotations in which the authors used a dictionary of person’s names to identify a person name in a text. The third phase was the application of rules which was used to meet the named entities that were not found in the used dictionary. However, they used four rules to identify a person name. First, they used Introductory Words Person List (IWPL) which uses a name as a defined word. In relation to that, Buckwalter Arabic Morphological Analyzer (BAMA) was used to get the Part of Speech (POS) tagging for the words that appeared after the IPWL. The third rule recognized person’s names that occurred before the Introductory Verbs Person List (IVPL). The forth rule was offered here to recognize the persons names that appeared before the introductory person verb list (trigger key-words).
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2.2 Criminal social network analysis

Chen, et al in [25] developed a system called COPLINK. The system allowed different police departments to exchange data in an easy way. The system had the ability to make data migration and access to different database types through one user interface. The goal of their system was to develop knowledge management systems and methodology for accessing, analyzing, visualizing, and sharing law enforcement-related information in social and organization contexts. The drawback of researchers’ system was that it was concerned about visualization and exploration that built the network with known information. However, the system used structured database.

Yang and Ng in [26] present a method to retrieve the criminal networks from a website that provide a mechanism for blogging service using a specific topic exploration. In addition, they are utilizing the web crawlers to identify the actors in the network where participated in a discussion related to some criminal topics and classify the performers in the network. After the network is constructed, they utilized some text classification techniques to analyze the content of the documents. Finally, they visualize the results to social network view or concept network view. However, our proposed work is different from these works in three aspects. First, our study focuses on unstructured Arabic text investigation documents obtained from police departments. Second, most the work in this paper focus on identifying direct relationships, but our work provides an algorithm to identify indirect relationships between offenders in different communities.

Baumgartner, et al; in [27] employed Bayesian Network modeling utilizing the fact that most offenders had previous criminal accidents. However, their system aided in the suspect prioritization process with positive results. Nevertheless, their approach was still limited because the research used a small sample for individual crime network predictions.

Hosseinkhani et al in [10] provided a framework to analyze the web browsing history sequences and links in scientific methodology to arrive the suspects, thereby used in the investigation process by combining data mining technique with web log analysis to obtain relevant information to help discovery of cybercrime. However,
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our work is different from this work where focuses on extracting information for investigation from text files.

Al-Zaidy, et al; in [28] focused on the identification of invisible social group or individuals from textual files using social mining methods. Hence, the main contribution of their approach can be summarized in two points. First, it discovered and identified the eminent communities in a set of documents and extracted useful knowledge from it. Second, the researchers generated hypothesis of indirect relationships between main offenders and other people names in the set of documents. The process started by fetching documents from a suspect's machine and then extracting a profile of data from available data, such as tagging names of persons; then it implemented normalization of names. After that, it extracted prominent communities to demonstrate contact information, city names, and perform text summarization on the extracted text. Later, the process built community profiles used to detect names that had hidden relations in the communities and visualize criminal networks. The drawback of their paper was that it used the Stanford NER which was trained to deal with English newswires and handle only with English documents. In addition, unstructured textual data were obtained from offenders hard drives while the data of the current study were obtained from real investigations documents. Also, their method did not analyze the interaction between indirect documents and criminals. Moreover, the authors focused on extracting profile data from available criminal networks.

D. Prakash, et al; in [15] the contribution of their paper was to try to find hidden relationships in criminal social networks, and discover invisible relations between actors and match nodes that were related to others. The authors of this paper used mining algorithms such as Min-cut and Regression-Based for community mining where it was able to detect an acceptable number of invisible societies. The main drawback of their paper was that it only utilized a real social network dataset to extract hidden relationships and analyze networks. However, the research under study aims to build a criminal network and discover hidden relationships between offenders and between communities.

Iqbal, et al; in [29] in their paper, the authors utilized chat log to build a framework to analyze messages to detect crimes. The framework was able to extract
criminal networks from chat log, extract topic of chat without a prior knowledge, and identify the information about crimes. After that, they made visualization of the knowledge for investigation.

We can conclude that studying the papers it was clear they did not tackle the relationship in extracting criminal names network in Arabic language. In addition, the current thesis focuses on unstructured Arabic language texts and obtained real data sets from police officers. Therefore, the new approach will extract social networks using Arabic texts. In addition, features from Semantic networks will be used to provide more features about crime networks that can help investigators to (1) discover community, (2) determine indirect connections between offenders in different documents and other criminals, (3) provide the capability to discover the key person of a community, finally, (4) measure the importance of nodes by measuring incoming and outgoing links to the node to determine the important person in the network.

2.3 Summary

In this chapter, we presented a review of existing works closely related to our research and identified the advantage and drawbacks of existing approaches; we classified the previous works into two categories: The first category includes approaches used in Arabic crime detection. The second category includes approaches used in criminal social network analysis.

In the next chapter, we present the theoretical foundation underlying our research.
Chapter 3

Theoretical Foundation

Objectives

- Present theoretical information used in this thesis.
- Provide tools used to extract person names from text.
- Provide methodology used to create discovery algorithm using hypothesis generation.
- Provide how data visualized.
- Provide methods for performance metrics.
Chapter 3 Theoretical Foundation

In this chapter, the fundamental concepts which represent the basis for understanding our research are presented. First, Named Entity Recognition is introduced, followed by providing an overview to Name Entity Recognition (NER) and development environment used in this thesis. Then provide an introduction about hypothesis generation used in creating our discovery algorithm. After that, we introduce criminal network analysis and data visualization. Finally, we present an overview of used performance metrics and classification measures.

3.1 Information Extraction

Information Extraction (IE) is used to automatically extract structured information from unstructured or semi-structured readable documents. Information Extraction is a subfield of Natural language processing (NLP) [30].

Natural language processing is the field of Artificial Intelligence (AI) that concerned with interactions between computers and natural human languages. In the past few decades, many of the application were developed to handle by the NLP field such as Information Retrieval (IR), Machine Translations, Text Mining (TM), Question Answering (QA). The main focus of NLP or IE in general is Name Entity Recognition (NER) [31, 32].

3.2 Name Entity Recognition

NER is also known as entity extraction or entity identification. The concept of NER was born in MUC (Message Understanding Conference) in 1990s. It is a very important subtask of information extraction that aims to find and classify the name in unstructured text, the main task of NER was broken down into three subtask included:

- **Name entities (NE)** - ENAMEX tag to identify proper names including locations (cities, countries, rivers, etc.), persons, and organizations (company, government, committees, etc.).
- **Temporal Expression** - TIMEX tag to identify dates and times.
- **Number Expression** - NUMEX tag to identify number and percentages and money in documents [33].

In our work we only need Name Entities.

### 3.2.1 Learning method of NER

The essential part of NER system is to identify previously unknown persons. This ability depends on whether the detection and classification rules triggered by features with positive and negative examples assigned. While early studies were mostly on craft rules that use the most recent monitoring Machine learning as a way to induce automatic systems or rule-based sequence Labeling algorithms based on a collection of examples of training [34].

There are three primary methods of learning NE: Supervised Learning (SL), Semi-supervised learning (SSL) and unsupervised learning (UL). The main imperfection of SL is the requirement of a large annotated corpus. The lack of such resources and the high cost of creating them lead to two other alternative learning methods [35]. In our work we will concentrate on SL because of the availability of resources.

#### 3.2.1.1 Supervised Learning

The idea of supervised learning is to learn automatically from large collection of annotated documents and then supervised by human [36]. Examples of systems that are based on this approach of SL techniques include Decision Trees [37], Hidden Markov Models (HMM) [38], Support Vector Machines (SVM) [39], Maximum Entropy Systems (ME) [40], and Conditional Random Fields (CRF) [41] [42]. The main SL method, which is often suggested, consists of tagging words of a test corpus, if they are marked as entities in the training data. The efficiency of the system relies on the baseline to be passed into the vocabulary, with the percentage of words that appear without repetition, both in training and test corpus.
3.2.1.2 Semi-supervised Learning

As the name implies, enclose a small degree of supervision for the learning process. This type of learning is still comparatively young and it has still improved and tested with NER tasks. The famous techniques used for this approach is called bootstrapping, that only requires minimal supervision, namely, a set of seeds in order to initiate the learning process [43].

3.2.1.3 Unsupervised Learning

The last dominant technique, for NER learning methods, depends on clustering approach. Basically, the techniques based on existing semantic lexical resources such as WordNet, on lexical patterns and on statistics computed on a large unannotated corpus [44].

3.3 Integrated Development Environments

To generate NE from text, a tool can be used this tool called Integrated Development Environments, common Environments are:

1. **GATE** The General Architecture for Text Engineering
   This is one of the most popular tools used to dealing with NLP. It is free and open source tools developed at the University of Sheffield in 1996. GATE is built based on JAVA used by the researcher as infrastructure for developing and deploying software components that process human language such as NER projects, coreference resolution, and others [45]. GATE handles with Multilanguage such as Arabic, English, Chinese, and Hindi, etc. GATE supports many text file formats such as XML, HTML, PDF, RTF, email, and plan text [46]. GATE provides many essential tools such as gazetteers, chunkers, Pos taggers, tokenizers and parser. Also, GATE has features to build rule-based NER system which help the researcher and development to build their own grammatical rules as a finite state transducer using JAPE (a Java Annotation Patterns Engine). Also, GATE has many build in plugins used for specific language such as Arabic plug-in that contains many components such as gazetteers, toknizers,
orthoMatcher and other. Therefore, many researchers used GATE tool such as Elsebai and et al in [47], Shoaib in [48], and other.

2. **LingPipe** is a Java based natural language processing tool kit founded by Alias-I in 2006, it is a free version with limited production for text processing using computational linguistics where need to upgrade to obtain full production. It supports different natural language processing such as POS tagging, NE recognition, spelling correction. NER in LingPipe components based on hidden Markov system interface and the learned system can be evaluated using k-fold cross validation over annotated data set. LingPipe is multi-lingual such as Arabic, English, Chinese [45, 49]. Many researchers used LingPipe tool such as S Abdel Rahman and et al in [50] and others.

3. **NooJ** is a free tool for linguistic development multi-lingual environment. NooJ enables the developer to build, test, and maintain large coverage lexical resources, as well as applied morpho-syntactic tools for Arabic processing. However, there are many researchers used NooJ tools such as W Brini and et al in [51], Mesfa in [52] and others.

However, in this research we used GATE tool to extract named entity from an Arabic unstructured text because it have many facility such as:

1. Easy to use.
2. Have most tools such as gazetteer, tokenizer, etc.
3. Easy to build JAPE rules.
4. Have many plugins used for Arabic language.

### 3.4 Hypothesis Generation

In this thesis, we have used hypothesis generation term to discover a new relationship between offenders in different communities. A new hypothesis generation required prior knowledge, experience and intuition [53]. Many researchers used data mining techniques or other metric analyses to start generate hypothesis such as Swanson and et al in [54] where he used text mining techniques to propose several hypothesis generation. However, in our thesis, we used hypothesis
generation to discover community from investigation documents and also we used it in building our discovery hidden relationship algorithm as follows.

3.4.1 Community discovery problem

The problem of defining community is to identify groups of offenders from investigation documents that’s obtain from police departments. Let D set of investigation text documents. Let U={p₁, .. , pₙ}o denoted all offender names in D. each d ∈ D is represented as set of offender names such that d ∈ U . Each document in D has community C ⊂ d where C is grouping of person names founded in d if and only if number of persons in C > 1

Definition 3.1 (Community discovery)
Let D be a set of Arabic investigation documents where each document d ∈ D represent a set of person name k where k ⊆ U. Community is a set of person names k in document d if k > 1 person else community for document will ignore.

3.4.2 Discovery Algorithms

In normal state when the user query about topic A should return terms B that related to it. If the user is interested to study relation between two topics such as A and C; he should query to finding one or more collection of terms B that intermediate between A and C.

3.4.3 The Problem of Indirect Relationship Discovery

Let D be a set of Arabic investigation documents and let C and E be a prominent community in D. Let U be the set of distinct offender person names in D. The problem of indirect relationships discovery between two communities C and E where p sets of the intermediate chain of individual p ∈ U called T that identify the relationship between C and E. Intuitively, we need to determine a set of terms that connect two community with others. Using the concept of hypothesis generation, we can present the problem of extracting indirect relationships as follow:

Consider a criminal prominent community C, E and an individual p in D. Let R(.) ⊂ D indicate the set of documents containing the enclosed argument where the enclosed argument is a community. The problem of detecting hypothetical, conceptual linkages between communities C and E uses intermediate individuals p in
U is creating the tuple (C; E) from D. This tuple is generated for each community in D by identifying connecting terms t that conceptually link C and E. Where terms t represent intermediate individual between C and E and occur at least once in both two communities.

**Definition 3.2 (Indirect Relationship)**

Let D be a set of documents. Let U be a set of unique names in D. Let C and E be a prominent community and p and k be an individual where \( C \subseteq U \) , \( E \subseteq U \) and \( p, k \in U \). Let R(C) and R (E) be two community extracted from two documents in D. An indirect relationship, between C and E is defined by the tuple \((C, E)\) generating by identifying terms \([t_1, \ldots, t_n]\) such as:

1- \( R(C) \cap R(E) = p \)

2- \( (p1 \in R(C)) \land (p1 \in R(E)) \)

3- \( (R(C) \cap R(E) = p) \land ((R(E) \cap R(M) = k) \land (R(C) \cap R(M)) = p \) and k

According to this definition, an indirect relationship between two communities C and E using intermediate of individual p if the following conditions apply:

1- Community C and E have indirect relation if intersect in intermediate individual p between them and this called first level of indirect relation.

2- If community C has relation with community E using individual p, and E community has relation with community M using individual k. The results community C will have hidden relation with M using individual p and k as follows:

\( C \rightarrow E \) using individual \( p \) and \( E \rightarrow M \) using individual \( K \) the results will be: \( C \rightarrow M \) using individual \( p \) and \( k \) and this called second level of indirect relation and so on.

### 3.5 Criminal Network Analysis and Visualization

In these days criminal network analysis has long used in intelligent law enforcement as a task that is related to organized crime. The analysis is performed by collecting data from various incidents and sources connected to the case under investigation. When analyzing such crimes investigators not only explore the
characteristics and behavior of individual offenders but also pay much attention to the organization, structure, and operation of groups and the overall network. [53, 55]

A good to begin the analysis process is to map the criminal activities to a visualized graph that displays the associations between the criminals. In this section, we present the patterns in criminal network analysis methods and tools. We also discuss visualizing criminal networks processing to help police solve crime.

3.5.1 Criminal Network Analysis

Recently, the research on social network has received increasing attention. The main feature of criminal network analysis is to discover the relationship between entities and discover a new relationship. Graph theory looks at object as nodes and the relationships as edges between nodes. These objects may be people, buildings, companies, etc. while the corresponding relationships could be family ties, roads, or competitive relation. However, Criminal network analysis (CNA) needs three points of data- actors A, actors B, and the link or tie between them where actors called node and can be people, organizations, buildings, computers, etc. for the purposes of this thesis, each node in network refer to one community. Where community is a group of individuals name as defined in Chapter 1. The linkage between nodes represented as a set of persons names. Therefore, the main objective of graph theory attempt to understand these networks where used to help detect and describe changes in criminal organizations.

Criminal network analysis, therefore requires the ability to integrate information from multiple crime incidents or even multiple sources and discover regular patterns about the structure, organization, operation, and information flow in criminal networks [56].

3.6 Data Visualization

Data visualization is the process of visually depicting data. The Visualization method usually used to enhance the analysis of data and help in discovering a valuable information. To visualize a social network, an appropriate layout algorithm must be chosen to assign locations to nodes. Traditionally, Bellman–Ford algorithm [57] was used for computes shortest paths from a single source node to all other
nodes in graph. can run on graphs with negative edge weights as long as they do not have any negative weight cycles. Dijkstra algorithm [58] better than Bellman-Ford for sparse graphs, but cannot handle negative edge weights. However, in this thesis we used Dracula Graph Library [59] where was built using JavaScript. JavaScript is light and can be easily customized and integrated in a web page. We used Dracula Graph Library for drawing a graph, for the web interface we used HTML through PHP.

3.7 Performance Metrics

The performance metrics are a measure of system performance. There are several performance metrics such as: efficiency and scalability, and many classification measures like: accuracy, precision, recall, and F-measure. The performance metrics are a measure of system performance. They will be used in later to evaluate the effectiveness of our proposed approach.

3.7.1 Confusion Matrix

The confusion matrix [60] is one of popular tools to evaluate the performance of a system in tasks of classification or prediction. The confusion matrix is represented by a matrix with each row representing the instances in a predicted class, while each column representing in an actual class as shown in Table 3.1

<table>
<thead>
<tr>
<th>Table 3.1: Simple Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Class</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
</tr>
</tbody>
</table>

- **True Positive (TP):** refers to the number of positive instances that are correctly labeled by the classifier.
- **True Negative (TN):** refers to number of negative instances that are correctly labeled by the classifier.
• **False Positive (FP):** refers to the number of positive instances that are incorrectly labeled by the classifier.

• **False Negative (FN):** refers to number of negative instances that are incorrectly labeled by the classifier.

### 3.7.2 Accuracy

Refer the percentage of test set instances that are correctly classified by the classifier.

\[
Overall \ Accuracy = \frac{(TP + TN)}{(TP + TN + FP + FN)} \tag{3.1}
\]

### 3.7.3 Precision

Refer to the number of correctly predicted items as a percentage of the number of items identified for a given topic. The higher the precision, the better the system is at ensuring that what is identified is correct.

\[
Precision = \frac{TP}{(TP + FP)} \tag{3.2}
\]

### 3.7.4 Recall

Refer to the number of correctly predicted items as a percentage of the total number of correct items for a given topic.

\[
Recall = \frac{TP}{(TP + FN)} \tag{3.3}
\]

### 3.7.5 F-measure

It is a standard statistical measure that is used to measure the performance of system. The F-measure is a conjunction parameter based on precision and recall.

\[
F\text{-measure} = \frac{2 \times Precision \times Recall}{Precision + Recall} \tag{3.4}
\]


3.8 Summary

In this chapter, we presented an overview of the basic theoretical foundation related to our research. We present Name Entity Recognition (NER), integrated development environment, Hypothesis Generation (HG), criminal network analysis and visualization. Finally, we described performance metrics and classification measures that are used to evaluate the effectiveness of a crime detection approach.

In the next chapter, we provide a detailed description of the proposed crime detection approach.
Chapter 4
The Proposed Crime Detection Approach

Objectives

- Present detailed information about the proposed architecture phases.
- Describe the components of each phase.
- Show how the components of the system's architecture interact.
Chapter 4: The Proposed Crime Detection Approach

4.1 Introduction

In this chapter, we present the proposed crime detection system (CDS) framework. Section 4.2 provides an overview of the framework's architecture. Section 4.3 describes the corpus collection and preprocessing stage, which is comprised of three components: data gathering, tokenization and normalization. Section 4.4 presents the steps of extracting offender names from investigation documents, which is dedicated to building crime communities. Section 4.5 provides a new algorithm used to discover hidden relationships between communities. Finally, Section 4.6 presents the visualization stage.

4.2 The Overall Crime Detection System (CDS) Architecture

An overview of the framework’s stages, as depicted in Figure 4.1. It is divided into four types of activities:

1. Initial Preprocessing Stage
   This stage contains four components: data gathering, data preprocessing, tokenization, normalization.

2. Extract offender names Stage
   Extraction of offender names plays a vital role in building our system, at this stage we create many rules based grammar using GATE tool and made updates to gazetteer lists by adding a new person names in it to extract person names from documents by utilizing the proposed corpus that were presented in the first activity. After that, we build communities of crimes.

3. Extract hidden relationships
   In this phase, we build an algorithm to discover hidden relations between offenders in different communities.

4. Visualize the results
   In order to assist in analyzing the discover relation, a visualization process is employed.
4.3 Initial Preparation Stage Architecture

This stage contains four main components: data gathering, data preprocessing, tokenization, normalization. Each component described as follows:

4.3.1 Data Gathering

One of the difficulties that encountered this work in the field of getting real Arabic investigating documents where it is unavailable to public. The first step is documents gathering, conducted in order to build a corpus. A corpus used to collect documents in one place and allow run analysis in all documents at the same time. However, we got our corpus from police departments in the Gaza strip about theft incidents, where the investigation documents limited to the period between the beginning of 2008 and the end of 2013 and the total number of documents were 777
cases. It is well known that text mining research relies heavily on the availability of a suitable corpus.

4.3.2 Data preprocessing

The corpus is collected from real investigation documents used by text mining techniques for performing various tasks, such as text preprocessing are applied to remove non-Arabic text.

4.3.3 Tokenization

An important step in the processing of textual documents, which takes place before an information extraction is tokenization. Here the words in the documents are separated out into individual words that are identified by the blank spaces or special character between them. This step performed using GATE tool.

4.3.4 Normalization

Usually this process used before Application the text mining techniques in order to avoid or reduce data scatters in the data being processed. In Arabic, it is possible to write Ahmed in two different ways " أحمد" Alef without Hamza above or " أحمد" Alef with Hamza above. Therefore, to make the data more consistent, this process is applied. Normalization process includes the following steps:

- Replace some characters:
  - As vowels like Alef with Hamza (اً), (ا) with Hamza below or madda (اً) becomes simply Alef (ا).
  - The second character is "ة" which may write at the end of words as "ه" or "ه"; this will be normalized to "ة"
  - The third character is "ى" which may write at the end of words as "ي" or "ى"; this will be normalized to "ى"

- Delete special characters: as "(" and ")"

However, this process makes the corpus more consistent.
4.4 Extract offender names Stage

It plays a main role in our research, where one of our main goal is to discover hidden relationships between offenders in different documents. However, the first step in our research is to identify offender names from unstructured crime investigation documents. There are many tools and methods in market to extract named entity recognition from text such as Stanford NER [61] but most of them used to handle English language. However, we have applied this stage using GATE tool to identify proper names we used two methods: firstly, used predefined list or Gazetteers and add a new names to it. Secondly, we adopt many rule based approach to develop our system.

4.4.1 Gazetteers

The gazetteer lists are plain text files with one entry per line, each list represents a set of names such as names of cities, organizations, locations etc. This type of gazetteer is built manually. Therefore, for extracting proper name we implement the following preprocessing steps to increase the quality of the result:

- Modify Gazetteer list
  We collect the results of High secondary school (Tawjehi) results in Palestine from period between 2012 and 2014, where the researcher separate the person names to three categories:
  - Male names
  - Female names
  - Surname or family names

- Gazetteer Normalization
  Before modifying Gazetteer lists in GATE by adding a new person names, we apply normalization steps explained in previous subsection 4.3.4.
  After that, we remove the duplicates of names in each categories and modify GATE Gazetteer lists as shown in Table 4.1.
4.4.2 Rule-based approach

The rule-based approach applies a set of grammar rules are implemented as regular expressions to rely on linguistic knowledge in order to extract pattern base for location name, person name, organization, etc. These rules mostly depend on large lists of lookup gazetteers [62]. In our research, we focus on only extracting offender person names. Implementing rule-base algorithms in GATE Developers requires expert knowledge in Java Annotation Patterns Engine (JAPE).

4.4.2.1 Java Annotation Patterns Engine (JAPE)

JAPE grammar provides pattern matching in GATE, where each JAPE rules consists of a set of phases, each of which consists of a set of pattern/action rules. However, each JAPE rule consists of the left hand side (LHS) contain pattern to match and right hand side (RHS) which contains annotation or features to be created [63].

4.4.2.2 Rules for Offender Person Names Extractor

We implement many JAPE rule-based algorithm using GATE tool to improve nominating the correct names from unstructured text. So we divided the rule base objective into two sections. Firstly, we built many rule-based algorithms to choose the proper offender name from Arabic investigation documents such as follows:

- We built a rule used to annotate each offender name in investigation documents which is preceded by the Arabic word "المدعو" which means “The named”.
- Another rule used to annotate that each offender name is preceded by the word "المتهم" which means the “Accused”.

### Table 4.1: The results of modifying Gazetteer lists

<table>
<thead>
<tr>
<th>#</th>
<th>List</th>
<th># of records before</th>
<th># of records after</th>
<th>New records</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>male_names.lst</td>
<td>2,780</td>
<td>4,431</td>
<td>1,651</td>
</tr>
<tr>
<td>2</td>
<td>female_names.lst</td>
<td>708</td>
<td>2,220</td>
<td>1,512</td>
</tr>
<tr>
<td>3</td>
<td>surnames.lst</td>
<td>198</td>
<td>8,239</td>
<td>8,041</td>
</tr>
</tbody>
</table>
Another rule used to annotate each name by the position of the person in Arabic such as: "م، د، أ، الخ" which is : “Eng., Dr, Mr., etc.”

Another rule used to choose strange of offender name where assume that each name in investigation document preceded by nickname such as "ابو" which means “The father of” or "أم" which means “The mother of” will be considered as a name.

Secondly, we built many rules based to remove all annotations about non-offender names such as follows:

- Rule based that used to remove annotation about all personal names which preceded by the word "المواطن" which refer to the citizen name who provided the complaint and not the offender name.
- Another rule built to remove annotation about names of facilities or buildings such as a name of a mosque which refers to a real person name such as "مسجد علي بن أبي طالب" which means “The mosque of Ali bin Abi Talib”, where Ali is a name of a person that refers to the name of the mosque.
- Another rule that used to remove annotation about name of a location or a residential neighborhoods that carry names of persons such as: "شارع أحمد عبد العزيز" which means “Ahmed Abdel Aziz St.”

An example explaining applying the JAPE rule: First we create in List 4.1, which aims at removing the annotation of the person who provided the complaint such as: "تقدم المواطن خليل حسين" Khalil Hussein is the complainant (non-offender name).

<table>
<thead>
<tr>
<th>Rule: nonOffenderNameRule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority:10</td>
</tr>
<tr>
<td>( {Token.string =~ &quot;مواطن&quot;} ({Token.string == &quot;/&quot;) {Lookup.majorType == person})+ :nonOffender):ignore</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>GATE.AnnotationSet lookup = (GATE.AnnotationSet) bindings.get(&quot;nonOffender&quot;);</td>
</tr>
<tr>
<td>GATE.Annotation ann = (GATE.Annotation) lookup.iterator().next();</td>
</tr>
<tr>
<td>Long startOffset = ann.getStartNode().getOffset();</td>
</tr>
<tr>
<td>Long endOffset = ann.getEndNode().getOffset();</td>
</tr>
<tr>
<td>GATE.AnnotationSet toGo = GATE.AnnotationSet)inputAS.get(&quot;Lookup&quot;,startOffset,endOffset);</td>
</tr>
<tr>
<td>inputAS.removeAll(toGo);</td>
</tr>
</tbody>
</table>

List 4.1: Rule 1 remove annotation from non-offender person name
Another rule used to remove annotation from name of residential neighborhoods such as "منطقة الشيخ رضوان" which means “Elshekh redwan area”, as described in List 4.2.

**Rule: nonPersonRule2**

Priority: 20

```java
// سكان الشيخ رضوان
{Lookup.majorType != person}
{Token.string =~ "شيخ"}
{Token.string =~ "رضوان"}
| 
| 
{Lookup.majorType == Per_desc}
{Lookup.minorType == surname}
| 
| 
{Lookup.majorType != person}
{Token.string == "ابو"}
{Token.string =~ "اسكندر"}
):ignore
```

The complete implementation of Person Names Extractor is listed in Appendix A.

### 4.4.3 Criminal Communities Discovery

After identify offender names, the next step is to identify all prominent criminal communities. Criminal communities’ discovery is a major component in the system. We assume that each offender name in the same investigation document will be in the same community as defined in Section 3.4.1. Furthermore, variants of the same offender name in the same community are represented as one name. For instance,
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Mohamed Khald Hussein, Mohamed Hussain, Mohamed Khald Hussein are transform to the common form: "محمد خالد حسن", "محمد حسن", "محمد خالد حسن".

The community contain a group of offenders who interact frequently with each other in the same investigation text document. Therefore, each individual in the same community have a strong linkage and direct relation with others. Moreover, it generates hypothesis for potential indirect relationships between individuals across the data set.

In some real life criminal cases, only one offender founded in investigation text document. Therefore, to get the best results, we ignore all communities have only one individual name. However, we use JAPE GATE tool to extract community as show in Appendix A, List 8.

4.4.3.1 Extract Key person of Community

Key person is the individual with highest repeated his name in the same community of criminals. This may leads to new clues for further investigation. In Appendix A, List 8 used to extract key person of community by counting the number of repeating names in the same community using name matching techniques.

4.5 Indirect Relationship Extraction

Our goal in the previous section is to identify all prominent criminal communities in each Arabic investigation documents for evidence extraction. In this section, we examine the communities’ contents to further analyze the offenders’ criminal social networks. Hidden and indirect relationships discovery play a vital role of analyzing criminal communities relationships.

In this section, we propose a new algorithm to discover the hidden relationship between community identified in pervious section and other offenders who are not in the community. The linkage extracted as chain of intermediate names that link a community as define in section 3.4. Thus, let C be a set of prominent communities. Let \( U = \{p_1, \ldots, p_n\} \) where \( U \) denote all distinct offender names in \( C \). Each community \( c \in C \) is represent a set of offender names such that \( c \subseteq U \), the indirect relationship discovery algorithm identifies unlimited of intermediate offender names between two communities. For instance, \( R(c_i) \cap R(c_j) = p \) indicates community \( c_i \) has indirect
relationship with \( c_j \) community through the individual \( p \), which \( p \) is one or more intermediate names between communities. The indicate relation may be considered valuable from an investigator’s perspective since it indicates the relationship between community and offenders in these community.

The proposed algorithm is to find unlimited of intermediate terms between two communities using recursive function. The algorithm applied for each community \( c_i \) that previously defined as inputs, where each community \( c_i \) has an Id of a community and a list of offender names. In addition, the algorithm needs a list of all distinctive offender names as a U to be considered as an input. The following explains how the algorithm works:

- The first step is to find all matching names found in U list. The algorithm for this step uses OrthoMatcher plugin in Gate tool.

- The next step is to find all repeated offender names using the results from the first step. After that, the repeated names list will be used to find the intermediate of offender names between communities and this will be the first level of indirect relationship.

- Consequently, the algorithm applies the recursive function to find all intermediate offender names between communities. Where each new discovered indirect relationship between communities increases the level variable plus one. Where the level refers to the depth of the relationship between communities.

The Algorithm 4.1 shows the full steps of the indirect relationship discovery.
Algorithm 4.1: Indirect relation discovery algorithm

**Input:**
- List of person names in d where d ∈ D
  - e.g.: array(10) => offender name₁, offender name₂, offender name₃
  - [15] => offender name₄, offender name₅
  - ... Etc.

Where array index represent community id and array values represent person name for each community.

**Output:** indirect relation between communities and persons

1. Find all name matching in List of person names.
2. Duplicate_Name[] = all repeated person in Step 1 where count > 1
3. Foreach(Duplicate_Name as name) loop
4. Check if name exits in List of person
5. If True then
   - tmp[] = doc_key
   - End if
6. If count(tmp) > 1 then
   - Result[name] = tmp
7. Clear tmp list
8. End loop
9. If count(Result) > 0 then
   - namesList = all names in Results
   - Hidden = call hiddenRelation(namesList, Result, 2)
   - End if
10. Function hiddenRelation(namesList, Result, level){
11.   Duplicate = get all duplicate name in namesList
12.   If duplicate not have value then
13.      If level > 2 then
14.         Return result
15.      Else
16.         Return null
17.      End if
18.   Else
19.      Loop foreach item in duplicate
20.      Loop foreach list in result
21.      If item exist in list then
22.         Index += key of list
23.         newList = Remove item from list
24.         Tmp[] = newList
25.      End if
26.      End loop
27.   End if
28.   If count(tmp) > 1 then
29.      Tmp = unique tmp
30.     Result[index] = tmp
31.   End if
32.   End loop
33.   namesList[] = all item in result
34.   Return hiddenRelation(namesList, Result, level+1)
35. }
4.6 Data Visualization

In this thesis we used Dracula Graph Library [53] where was building using JavaScript. We used Dracula Graph Library for drawing a graph, for the web interface, we used HTML through PHP. In this graph, each community of offenders map to node and the relationships present as edges, each edge contains offender names in it. In this phase, the end user provide with network graph and data table as detailed view.

In a data table detailed view, users can view criminal communities of offenders and show the relationship between two communities and the level of the relationship. The investigator can do a quick search of all fields in the data table and specify offender name or community to view the potential hypothetical links.

4.7 Summary

In this chapter, we presented the proposed crime detection approach. We give an overview about the system and then present the stages of the system beginning from initial preparation stage architecture, then we presented the state of extract offender names from Arabic unstructured text using GATE tool, after that we take about an indirect relationship algorithm. Finally, we presented data visualization library and tools that used to represent the results to the end user.

In the next chapter, we present and discuss the experiments carried out to realize and evaluate the proposed approach.
Chapter 5

Experiments and Results

Objectives

- Explore Crime Detection System (CDS).
- Extract offender names from unstructured text.
- Discover hidden relationship between communities and individuals.
- Visualize the results.
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In this chapter, we present and analyze the experimental results to provide evidence that our approach can identify offenders’ names from Arabic investigation documents. In addition, it has the capability of community identification. In addition, we evaluate the performance of the proposed algorithm in discovering hidden relation between communities and individual. Finally, we visualize the results in a graphical representation to provide views of final user to show the results of proposed methods.

5.1 Experiments Setup

In this section, a description about the experimental environment, tools used in experiments, measures of performance evaluation of named entity recognition (NER) to extract offender names and the indirect relationship discovery algorithm has been provided.

5.1.1 Experimental Environment and Tools

We applied experiments on a machine with properties that is as shown in Table 5.1

<table>
<thead>
<tr>
<th>System Model</th>
<th>Dell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>2.30 GHz Intel Core i5-2410M</td>
</tr>
<tr>
<td>Memory Modules</td>
<td>4 GB</td>
</tr>
<tr>
<td>Hard disk (HD)</td>
<td>500 GB</td>
</tr>
<tr>
<td>Operating System</td>
<td>Windows 7</td>
</tr>
</tbody>
</table>

To carry out our proposed system that presented in Chapter 4 (including the experimentation), special tools and programs was used:
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1. **GATE tool**: used to manipulate natural language processing techniques in our approach, and conduct experiments practical and extracting the offender names from Arabic unstructured investigation text.

2. **PHP and JavaScript**: used to apply indirect relationship discovery and visualize the results.

5.2 **Arabic Investigation documents Corpus**

We used 777 real investigation documents about theft crimes from the police department in the Gaza strip for the period between 2008 and 2013 as a source of the corpus. The average size of a document by words is about 300 words/document.

The dataset is divided into two sets: The first dataset contains 50 investigation documents used as a training phase in order to build rule-based approaches and modifies the Gazetteer lists.

The second dataset contains 727 investigation documents which used by our system to test extracting offender names from a text and creating communities. In addition to discover the hidden relationships.

We perform all text-processing techniques on the corpus; including tokenizing string into words and normalizing process to initialize the text as in Section 5.3 which provides more details about data preprocessing stage. However, to implement this phase, we use GATE tool developer.

We create three corpora in GATE as shown in Figure 5.1, where the first crime corpus used to upload the Arabic investigation documents which used to extract offender names and build communities for each document. The second corpus which named Real Results used by human experts to identify offender names manually from documents selected randomly from the first corpus, consequently these results will be used to calculate Precision, Recall and F-measure as described in Section 3.7 via using Annotation diff tool. Finally, the third corpus is used in the hidden relationship discovery algorithm to identify matching names between communities as described in Section 4.5.
5.3 Data Preprocessing Stage

GATE Developer tools has collection of operation that are suitable for text mining. In this phase, crime corpus that is identified in pervious section 5.2 are prepared to make them a standardized format for the text mining process. There are many of preprocessing techniques such as cleaning, document normalization, tokenization and others. For more details about in Figure 5.2 show preprocessing methods used in our system using GATE tool.

The document reset resource enables the document to be reset to its original state, by removing all the annotation sets and their contents, apart from the one containing the document format analysis.

5.4 Name Entity Recognition

Most research in NLP use GATE to create their own programs and pipelines. GATE comes with pre-load plugins handle many fields and Multilanguage. In this
phase we use an ANNIE application (A Nearly-New Information Extraction system) to tag previous crime corpus with names entities.

### 5.4.1 A Nearly-New Information Extraction system (ANNIE)

ANNIE is a ready-made information extraction system for English by default, is provided as part of GATE tool. Application ANNIE is made up a chain of Processing Resources. However, ANNIE consists many component used finite state techniques to implement various tasks from tokenization to semantic tagging or verb phrase chunking [64].

In this research we create a new ANNIE to handle our Arabic crime corpus describe in Section 5.2. ANNIE components from a pipeline as shown in Figure 5.3 as part of ANNIE used to extract named entity recognition. In addition there are several processing resources such as Gazetteer are not part of ANNIE itself but it come with GATE installation [47].

**Gazetteer** Is a list build Name Entity Recognition (NER) describe in Section 4.4 are add as ANNIE Gazetteer. It used to identify proper name within documents. Also,

**Arabic Main Grammar** Used Java Annotation Patterns Engine (JAPE) to implement regular expression base on rules, we identify many JAPE rules to satisfy high accuracy in offender names extract for more details about research JAPE rule list describe in Section 4.4. The complete implementation of Offender Names Extractor is listed founded in Appendix A.1
ANNIE NE transducer

Gazetteer used to find terms that suggest entities, but usually entity is ambiguous e.g. “May 2015” vs “May I can help you ?”. Therefore, NE transducer used to classify the terms that the lookup is identify, these classify can help disambiguate. The NE transducer use one or more grammars written in the JAPE language [65].

Arabic OrthoMatcher

OrthoMatcher module used to solve the problem of coreference and name matching in text. The orthoMatcher module detects orthographic coreference between named entities in the text e.g. "خالد حسين" and "خالد" usually refer to the same person name in the same. OrthoMatcher can used to improve the name classification process by classifying unknown proper name [66]. In this thesis, we used Arabic OrthoMatcher to identify a key of person in investigation text by extracting the large number of name matching. Figure 5.4 and Figure 5.5 show the sample results of using Arabic OrthoMatcher in GATE tool.
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After selecting PR, for pipeline, the application running and the result display as annotations.

Annotations

One of the main features in GATE is to represent information about the text, and allowing user to obtain various information about the texts being processed. However, different processing module such as tokeniser and NE transducer running over text, represent as show in Figure 5.6 using annotations features.

![Figure 5.5: Sample OrthoMatcher Results in Annotation List](image)

After apply the ANNIIE process in crime corpus, we are building a JAPE rule to extract offender person name out of GATE tool. This rule response on building community for each Arabic investigation document in corpus and determine the count of appearing of offender person name in text to determine the key of person. In this JAPE rule we put some constrains in exporting names out of GATE tool to satisfy our goal in discovery hidden relationship and to get the best knowledge as follow:

- We are ignored all names in document that contains only one name such as "ورود" as in Figure 5.6.
• We are ignored all communities have only one offender name on it

5.5 Indirect relationship discovery algorithm

The next step in this experiment is to identify indirect relationships between different communities and discover hidden relation between individual. The algorithm 4.1 can identified unlimited levels of relationship. However, if no link found in one or more community represents as a direct relationship between offenders in the same community. Shows an example for using an indirect relationship algorithm. The algorithm was implemented using PHP scripting language. The algorithm consists of two phases. In the first phase, we discover all intermediate offender name between all communities by finding name matching between different communities. In the second phase, we used a recursive function to find all possible relationships between different communities.

5.6 Data visualizer

In this phase, we utilized to visualize technique to assist in the crime data analysis and to be understood better. In this stage, we present the results to graph, visualization is considered useful for allowing the results of the relationship between communities be more readable. This framework is designed to allow the end users to visualize summary results for all relationships between communities and individual. We build our visualizer using Dracula Graph Library [53], described in section 3.6. Where each community represents as a node in crime network and link between two communities using offender names as intermediate between them as shown in Figure 5.7, this graph built using JavaScript with PHP. The user can redesign the different views in crime visualization by selecting the node in the graph and move it to make the visualization more readable.
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Figure 5.7: Sample network visualization
Another way to represent the results we preview the results in data table this facility allow the end used to search in crime results and concerns on a specific offender to discover more knowledge about his hidden relationship with others. Figure 5.8 depicts the sample of using data table. In addition, we present the key for each community in the social crime network as shown in Figure 5.9.

Figure 5.8: Sample Data table presentation

Figure 5.9: Key person of Community
5.7 System Efficiency Evaluation

System evaluation is a hard task as mentioned in section 1.6 because it is sometimes difficult to find names for a given document or set of documents and usually depends on human experts.

To ensure that the system works well with tested Arabic investigation documents, we used human expert as reference to extract offender names from text and build crime social networks. After that, we get the results and calculate precision (Eq. 3.2), recall (Eq. 3.3), and F-measure (Eq. 3.4).

5.7.1 Name Entity Recognition and Human Evaluation

To evaluate our name extraction methodology in Crime Detection System (CDS) we used human references to extract offender names from 100 Arabic investigation documents which were selected randomly from the main dataset that contained 727 investigation documents, and uploaded them in the Real Results corpus as described in Section 5.2. For each document we computed the three measurements precision (P), recall (R), and F-measure: Table 5.2 and Table 5.3 show an example of this evaluation in each:

- We replaced the real names in the documents to virtual names to keep privacy of offenders and personal information.
- We applied initial processing stage described in Section 4.3 on the Real Results corpus to normalize the text documents before human expert evaluation as shown in Figure 5.10.
- The extracted names from the 100 documents have been experimented by the system and human experts by computing the P, R and F-measure.
- We used the Annotation Diff tool that found in GATE tool to calculate precision (P), recall (R), and F-measure as shown in Figure 5.11

![Table of selected processing resources](image)

**Figure 5.10: Preprocessing Documents before evaluate by Human expert**
Table 5.2 shows an evaluation of Arabic investigation document by comparing with human results and compute R, P, F-measure manually.

**Table 5.2: Summary of evaluation system for extract offender names from Arabic investigation documents case 1**

<table>
<thead>
<tr>
<th>System Results</th>
<th>Human Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. repeated name : 1 name : سعيد عادل حسين</td>
<td>1. محمود علي محمد سعيد</td>
</tr>
<tr>
<td>2. repeated name : 2 name : محمد علي محمد سعيد</td>
<td>2. اشرف رياض حسن فخري</td>
</tr>
<tr>
<td>3. repeated name : 1 name : اشرف رياض حسن فخري</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recall (R)</th>
<th>Precision (P)</th>
<th>F-measure (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/2 = 1</td>
<td>3/4 = 0.75</td>
<td>$\frac{(1+1) \times (2/2)}{2/2+3/4} = 0.86$</td>
</tr>
</tbody>
</table>

Figure 5.11 shows the measures of (R, P, F) by using the Annotation diff tool founded in GATE tool for case 1 shown in Table 5.2.
Figure 5.11: Measure (R, P, F) using Annotation Diff Tool in GATE tool Case 1

Table 5.3 shows another sample of evaluation for an Arabic investigation document by comparing with human results and compute R, P, F-measure manually.

Table 5.3: Summary of evaluation system for extract offender names from Arabic investigation documents case 2

<table>
<thead>
<tr>
<th>System Results</th>
<th>Human Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>repeated name : 2 name</td>
<td>جابر جواد</td>
</tr>
<tr>
<td>مصطفى محمد بسام</td>
<td></td>
</tr>
<tr>
<td>repeated name : 2 name</td>
<td>يحيي غازي عبدالله</td>
</tr>
<tr>
<td>هاني ابوجخيل</td>
<td></td>
</tr>
<tr>
<td>repeated name : 1 name</td>
<td>فلفل اسود</td>
</tr>
<tr>
<td>repeated name : 1 name</td>
<td></td>
</tr>
<tr>
<td>repeated name : 1 name</td>
<td></td>
</tr>
<tr>
<td>repeated name : 1 name</td>
<td></td>
</tr>
</tbody>
</table>
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- repeated name : 2 name : يحيى غازي عبدالله
- repeated name : 1 name : ابراهيم سليم سليم

<table>
<thead>
<tr>
<th>Recall (R)</th>
<th>Precision (P)</th>
<th>F-measure (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/8=1</td>
<td>8/9 = 0.89</td>
<td>[(1+1)*(8/8) *(8/9)]/[(8/8)+(8/9)] = 0.94</td>
</tr>
</tbody>
</table>

Figure 5.12 shows the measures of (R, P, F) by using the Annotation diff tool founded in GATE tool for case 2 shown in Table 5.3.

![Annotation Diff Tool in GATE tool Case 2](image)

Table 5.4 show the conclusion of results for all documents has been computed. The complete results show in Appendix A. The average of F-measure for all the chosen cases is considered the system’s performance in ability to extract a proper names.

<p>| Table 5.4: Conclusion results of F- measure calculation |</p>
<table>
<thead>
<tr>
<th>Recall (R)</th>
<th>Precision (P)</th>
<th>F-measure (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.97</td>
<td>0.84</td>
<td>0.89</td>
</tr>
</tbody>
</table>
The results show that, the average F-measure 89%, we note in the general F-measure of most cases is better than precision where precision refers to the number of correctly predicted items as a percentage of the number of items identified for a given topic. For instance, recall result is 97%, while the F-measure is 89% where recall refer to the number of correctly predicted items as a percentage of the total number of correct items for a given topic. Because, usually the system have the ability to extract correct person name from documents because most of offenders names in Gazetteer and strange name that not founded on Gazetteer is annotated using Rule-based technique that review in section 4.4

5.7.2 Indirect Relationship Discovery Algorithm

In order to evaluate the effectiveness of our indirect relationship discovery algorithm used in Crime Detection System (CDS) we used human experts to extract hidden relations between offenders and communities. We chose 45 Arabic investigation documents from our crime corpus defined in Section 5.2, and divided the documents that chosen to 15 groups where each group has an indirect relation as system-resulted, then we submitted the groups to the human expert to extract offender names from the text and to create a community for each document, then to discover the relationship between communities and offenders and to draw a crime social network. After that, we applied our methodology to the same groups and compared the results for each group with human results to compute the three measurements of precision (P), recall (R), and F-measure for offender names extraction as done in the previous section and for all crime social network draw from the expert and from the system. Finally, we compute the average results of (R, P, and F) for each case and compute the average for all cases. Table 5.5 and Table 5.9 show examples of this evaluation in each one:

- We replaced the real names in the documents to virtual names to keep privacy of offenders and personal information.
- We applied initial processing stage described in Section 4.3 on the Real Results corpus to normalize the text documents before human expert evaluation as shown in Figure 5.10.
We computed the P, R and F-measure for each group of documents that solved by the system and the expert.

We used the Annotation Diff tool that found in GATE tool to calculate precision (P), recall (R), and F-measure for each name extracted as shown in Figure 5.11, and calculate P, R, F-measure manually for each crime social network.

Table 5.5 show the case 1 of an evaluation of Arabic investigation document by comparing with human results and compute R, P, F-measure manually to discover hidden relationships between communities and individual.

<table>
<thead>
<tr>
<th>DocId</th>
<th>Investigation text</th>
</tr>
</thead>
<tbody>
<tr>
<td>554</td>
<td>تم الرد على تكليف النيابة العامة الوارد في محضر الاستدلال 17/06/2013 والخاص بشكوى المواطن/ شادي رأفت جابر سكان دير البلح، حيث تقدم بشكوى مفادها قيام مجهول بسرقة دراجته الهوائية من داخل منزله، وبالبحث والتحري تم ضبط الدراجة مع المدعو/ سليم سلمان محمود 22 عام سكان دير البلح، حيث تم ضبط الدراجة معه، وتم احضاره والدراجة طرفاً وبالتحقيق معه أفاد أنه اشترى الدراجة من المدعو/ محسن جهاد منصور عام 20 سكان دير البلح، وباختصار الاخير والتحقيق معه أفاد أنه اشترى الدراجة من شخص لا يعرفه، ومن طرفاً تم إحالة المذكورين والمضبوطات لمفتش تحقيق الشرطة لاتخاذ الاجراءات القانونية.</td>
</tr>
<tr>
<td>702</td>
<td>تم الرد على التكليف الوراد اليه من مفتش تحقيق شرطة ديربلح والخاص بشكوى المواطن/ زياد خالد عبدالمجيد سكان ديربلح الحاكم حول قيام مجهولين بالدخول لمنزله وسرقة دراجة هوائية وبعد البحث والتحري تم ضبط الدراجة بحوزة كل من المدعو/ محسن جهاد منصور 20 عام سكان ديربلح البزالة والمدعو/ يوسف صلاح تيمير 19 عام سكان ديربلح السلاط، حيث تم احضارهم وبالتحقيق الشفوي مفادها أفراداً بقيامهم بالدخول لمنزل المشتكى وسرقة الدراجة الهوائية، وعليه تم من طرفنا احالتهم والمضبوطات لمفتش تحقيق شرطة ديربلح لإتمام باقي الإجراءات القانونية بحقهما.</td>
</tr>
</tbody>
</table>

Firstly, human was determined the offender names for each document in the group that show in Table 5.5, then we apply our approach using the system for the same group, in final we compute R, P, F-measure as shown in Table 5.6
Table 5.6: Results of compute R, P, F for offender name extraction case 1

<table>
<thead>
<tr>
<th>docId</th>
<th>System Results</th>
<th>Human Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>554</td>
<td>1. repeated name: سليم سلمان محمود 2. repeated name: محمود جهاد منصور</td>
<td>1. سليم سلمان محمود 2. محمود جهاد منصور</td>
</tr>
<tr>
<td>702</td>
<td>1. repeated name: محمود جهاد منصور 2. repeated name: يوسف صلاح تيسير</td>
<td>1. محمود جهاد منصور 2. يوسف صلاح تيسير</td>
</tr>
</tbody>
</table>

Recall (R) | Precision (P) | F-measure (F) |
------------|---------------|---------------|
4/4         | 4/4           | \( \frac{(1+1) \times (4/4) \times (4/4)}{(4/4) + (4/4)} = 1 \) |

The second step, human expert should extract discovery relation between documents in the same group, after that we apply our discovery algorithm for extract-hidden relationship with the same group of documents. Finally, we compute we compute R, P, and F-measure as show in Table 5.7.

Table 5.7: Evaluation of hidden relationship discovery algorithm case 1

User expert result

System result
Recall (R)  |  Precision (P)  |  F-measure (F)  
--- | --- | --- 
2/2  |  2/2  |  \[
\frac{(1+1)(2/2)}{(2/2)+(2/2)} = 1
\]

Finally, we calculate the average of Recall (R), Precision (P), F-measure between two results as shown in Table 5.8.

**Table 5.8: Average calculation for (R, P, F) in case 1**

<table>
<thead>
<tr>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1+1)/2 = 1)</td>
<td>((1+1)/2 = 1)</td>
<td>((1+1)/2 = 1)</td>
</tr>
</tbody>
</table>

Another example, as shown Table 5.9 for evaluation of effectiveness of discovery algorithm by comparing human results with system results and compute R, P, F-measure manually.

**Table 5.9: Case (2) for discovery indirect relationship using human expert**

<table>
<thead>
<tr>
<th>DocId</th>
<th>Investigation text</th>
</tr>
</thead>
</table>
| 284 | تم انجاز كتاب البحث والتحري الوارد لدينا من مقتضٍ تحقيق الشرطة بخصوص البحث عن ملابسات شكوى المواطن/ سعدي هاني عمامة، 31 عام، سكان منطقة الكرامة الواقعة مفادها قيام مجهولين بسرقة جالونات سولار من شاحنته التي يضعها أمام منزله بشارع خميس بمنطقة الكرامة وتقدر قيمة المسروقات بمبلغ وقدره 1750 شيكل حيث تم البحث وإيجاد الأثرة في فحص مباحث الشجاعة وبضبط شبكة لصوص وهم كل من المدعو/ عرف محمد ظروف محمد 24 عام ويحمل هوية رقم 123456789 والمدعو/ سعید رامو 23 عام ويحمل هوية رقم 987654321 والمدعو/ عرف محمد عبد السعید 30 عام ويحمل هوية رقم 123456789 وجميعهم سكان الكرامة حيث تم جمعهم في مباحث الشجاعة وتم اخراجهم متفقين.

<table>
<thead>
<tr>
<th>DocId</th>
<th>Investigation text</th>
</tr>
</thead>
<tbody>
<tr>
<td>377</td>
<td>تم ورود معلومات من أحد مصادرنا مفادها الاشتباه بالمخالف عرف محمد 27 عام سكان الكرامة قرب نادي الصداقة بتنفيذ عدة سرقات في منطقة الاتحاد وكشفنا عن المتهمين وتم التحقيق مع المذكور واكتشف بعد سرقات نفادها المذكور حيث أن قام بسرقة مولد كهربائي أصغر اللون سعة 7 كيلو محل محلات خليل للسجاد</td>
</tr>
</tbody>
</table>
Firstly, human was determined the offender names for each document in the group that show in Table 5.9, then we apply our approach using the system for the same group, in final we compute R, P, F-measure as shown in Table 5.10.

<table>
<thead>
<tr>
<th>docId</th>
<th>System Results</th>
<th>Human Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>284</td>
<td>1. repeated name : 2 name: عارف عبد الروؤف محمد</td>
<td>1. عارف عبد الروؤف محمد</td>
</tr>
<tr>
<td></td>
<td>2. repeated name : 1 name: سعيد رمزي علي</td>
<td>2. سعيد رمزي علي</td>
</tr>
<tr>
<td></td>
<td>3. repeated name : 1 name: سعيد رائد عبد السميع</td>
<td>3. سعيد رائد عبد السميع</td>
</tr>
<tr>
<td>377</td>
<td>1. repeated name : 1 name: سعيد رائد عبد السميع</td>
<td>1. عارف محمد</td>
</tr>
<tr>
<td></td>
<td>2. repeated name : 1 name: عارف محمد</td>
<td>2. جهاد</td>
</tr>
<tr>
<td></td>
<td>3. repeated name : 1 name: عز باسل</td>
<td>3. سعيد رمزي علي</td>
</tr>
<tr>
<td></td>
<td>4. repeated name : 1 name: سعيد رمزي علي</td>
<td>4. سعيد رائد عبد السميع</td>
</tr>
<tr>
<td>650</td>
<td>1. repeated name : 1 name: عارف عبد الروؤف محمد</td>
<td>1. عارف عبد الروؤف محمد</td>
</tr>
<tr>
<td></td>
<td>2. repeated name : 1 name: منير خالد حسن</td>
<td>2. منير خالد حسن</td>
</tr>
<tr>
<td>Recall (R)</td>
<td>Precision (P)</td>
<td>F-measure (F)</td>
</tr>
<tr>
<td>8/9=0.89</td>
<td>8/9=0.89</td>
<td>[\frac{(1+1)(8/9)(8/9)}{(8/9)+(8/9)} = 0.89]</td>
</tr>
</tbody>
</table>

The second step, human expert should extract discovery relation between documents in the same group, after that we apply our discovery algorithm for extract hidden relationship with the same group of documents. Finally, we compute we compute R, P, and F-measure as shown in Table 5.11.
### Table 5.11: Evaluation of hidden relationship discovery algorithm case 2

<table>
<thead>
<tr>
<th>User expert result</th>
</tr>
</thead>
<tbody>
<tr>
<td>عارف محمد</td>
</tr>
<tr>
<td>جهاد</td>
</tr>
<tr>
<td>سعيد رمزي علي</td>
</tr>
<tr>
<td>سعيد رائد عبد السميع</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System result</th>
</tr>
</thead>
<tbody>
<tr>
<td>عارف عبد الرؤوف محمد</td>
</tr>
<tr>
<td>منير خالد حسن</td>
</tr>
<tr>
<td>عارف عبد الرؤوف محمد</td>
</tr>
<tr>
<td>سعيد رمزي علي</td>
</tr>
<tr>
<td>سعيد رائد عبد السميع</td>
</tr>
</tbody>
</table>

![Diagram showing relationships between names](image-url)
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Finally, we calculate the average of Recall (R), Precision (P), and F-measure between two results as show in Table 5.12.

Table 5.12: Average calculation for (R, P, F) in case 2

<table>
<thead>
<tr>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1+1)/2 =1</td>
<td>(1+1)/2 =1</td>
<td>(1+1)/2 =1</td>
</tr>
</tbody>
</table>

Table 5.13 shows the results for all cases has been computed. The average of F-measure for all the chosen cases is considered the system’s performance in ability to discover hidden relationships between communities and individual.

Table 5.13: Summarize the results of calculation (R, P, and F) for discovery algorithm

<table>
<thead>
<tr>
<th>Case NO.</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.92</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>0.93</td>
<td>0.9</td>
<td>0.91</td>
</tr>
<tr>
<td>7</td>
<td>0.88</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
</tbody>
</table>
5.7.3 System Scalability Evaluation

We evaluate the scalability of our methods by measuring the runtime required for an indirect relationship discovery algorithm on datasets of various sizes. Table 5.13 shows the runtime of our proposed algorithm with respect to count of documents from 50 documents to 777 documents, adding 50 documents for each runtime, the time spend excludes the reading documents from hard disk and visualize the results also the first step in an algorithm for determining the name matching between different communities. Table 5.14 shows the runtime takes per document number process. In general, the total runtime increase as number of documents increase as shown in Figure 5.13.

<table>
<thead>
<tr>
<th>No. of documents</th>
<th>execution time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.1128</td>
</tr>
<tr>
<td>100</td>
<td>0.1051</td>
</tr>
<tr>
<td>150</td>
<td>0.1101</td>
</tr>
<tr>
<td>200</td>
<td>0.1237</td>
</tr>
<tr>
<td>250</td>
<td>0.1462</td>
</tr>
<tr>
<td>300</td>
<td>0.1902</td>
</tr>
<tr>
<td>350</td>
<td>0.2418</td>
</tr>
<tr>
<td>400</td>
<td>0.3476</td>
</tr>
<tr>
<td>450</td>
<td>0.3981</td>
</tr>
<tr>
<td>500</td>
<td>0.4757</td>
</tr>
<tr>
<td>550</td>
<td>0.671</td>
</tr>
<tr>
<td>600</td>
<td>0.581</td>
</tr>
<tr>
<td>650</td>
<td>0.7641</td>
</tr>
<tr>
<td>700</td>
<td>0.8948</td>
</tr>
<tr>
<td>777</td>
<td>1.2431</td>
</tr>
</tbody>
</table>

Table 5.14: No. of documents vs. execution runtime
5.7.4 Discussion

From the previous experiments and comparisons, we can find that:

- Name Entity Recognition in our system is specialized to fetch offender name in Arabic crime investigation documents, so we ignored all person names come after "المواطن" etc. more details about rule based founds in Section 4.4 and Section A.1.
- Our system (CDS) is very similar to human results as it achieves similarity of 89% F-measure for offender name extraction and 92% for discovery hidden relation algorithm.
- Indirect relationship has the ability to find unlimited relationships between communities and individual.
- Execution time of discovery hidden algorithm increase with document number increase as shown in Figure 5.13.
- Crime detection system (CDS) has some drawbacks as:
  A. There is no special method for the system to do name matching specially when using with an indirect relationship discovery algorithm.
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B. Name entity recognition in the system depends on predefined Gazetteer and special rule based used to extract offender names from the Arabic text document, so need to add another machine learning method to increase the ability of the system to extract proper offender name from text.

5.8 Summary

This chapter presented and analyzed the experimental results. It explained the experimental setup where presented the corpus characteristics, and data preprocessing stage, and implementation of the Name Entity Recognition (NER) using GATE tool. In addition, it presented indirect relationship discovery algorithm used to predict hidden relationships between offenders and communities. After that, we presented the data visualization. Finally, we presented the experimental results of crime detection and its performance. The evaluation of the efficiency of the crime detection system during sets of experiments.
Chapter 6

Conclusion and Future Work

Objectives

- Present the summary of the thesis.
- Provide some recommendations.
- Provide future work.
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6.1 Summary

Text mining plays a vital role in information extraction, where used to extract particular information from unstructured text. This information may discover a new knowledge and help in making decisions. The importance in this field has been growing because difficult mining a grate data is stored as free text. The abundance of investigation reports has increased the amount of data available at police departments. There is an urgent need for intelligent tools to deal with such data. There are few of the tools used text mining techniques deal with Arabic language especially in crime detection.

Accordingly, this thesis has presented to Crime Detection System (CDS), which have developed to discover a new relationship between offenders and communities using Arabic investigation document and visualize the results to assist crime data analysis.

As already seen through this thesis, the proposed system has answered the research question, we have shown that the CDS have the ability to chive the following task:

- Extract offender names from Arabic crime documents.
- Create community for each crime documents.
- The system able to discover unlimited hidden relationships between communities and offenders.
- Various visualization methods used to present the relationships, such as crime social network (graphs), and Data table.

6.2 Contribution

Developing crime detection system (CDS) for Arabic language within the crime domain has been the main aim of this thesis. The main contribution of this thesis as follows:

- Automatically extract offender names from real unstructured crime text, while the traditional system used to structured database systems and need to save the identification number (ID) for all offender names Analysis and
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discover hidden relationships between offenders usually depend on the crime investigator experts and spend a lot of time and may be difficult to review all investigation documents. For that, the Crime Detection System (CDS) can use to help police officers to discover a new relationship and enforcing law.

6.3 Recommendations

Based on previous studying of the thesis the real investigation documents provided from Gaza police department reviewing by the researcher during the field study. However, there are some of the recommendations can be formulated to adopt the goal for this thesis, as the following:

- The police departments, especially in the Gaza strip should computerize the full investigation documents to extract more knowledge leads to help in applying low enforcement.
- The top management in police department in the Gaza strip should support IT field and developing systems used text mining process and artificial intelligence to help the policeman to find a new mesh about crime.

6.4 Future Work

In this thesis, we apply many ideas as presented and this lead to extend our work. The following is a summary of the future work:

- Using more methods in machine learning to extract a proper offender name in order to enhance the accuracy of the system.
- Studying other types leads to discover hidden relation using another identification such as street, mobile number and other types of data that may be useful to the investigator to lead to new clues and criminal tracking.
- Modify or create name matching methods to be more efficient in determining a proper coreference.
- Create a profile for each offender from pervious investigation documents and indicate the crime actor’s properties using historical investigation.
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Appendix A

A.1 Offender Name Extractor Rules

This section of appendix contains the lists of recognized offenders names using rule-based approach explained in Section 4.4

Rule: nonPersonRule
Priority: 60

{ ( {Lookup.majorType == location} | {Lookup.majorType == Location})
{Lookup.majorType == person})+ :nonoffender
} :ignore

-->

{ GATE.AnnotationSet lookup = (GATE.AnnotationSet) bindings.get("nonoffender");
GATE.Annotation ann = (GATE.Annotation) lookup.iterator().next();
Long startOffset = ann.getStartNode().getOffset();
Long endOffset = ann.getEndNode().getOffset();
GATE.AnnotationSet toGo =
(GATE.AnnotationSet)inputAS.get("Lookup",startOffset,endOffset);
inputAS.removeAll(toGo);
}

List 0.1: Rule 3 remove annotation from non-offender person name
// مسجد علي ابن أبي طالب
Rule: nonPersonRule3
Priority: 70

{ {Token.string =~ "مسجد"}
 | {Token.string =~ "جامع"}
)
{ {Lookup.majorType == person})+ :nonoffender
} :ignore

-->

{ GATE.AnnotationSet lookup = (GATE.AnnotationSet) bindings.get("nonoffender");
GATE.Annotation ann = (GATE.Annotation) lookup.iterator().next();
Long startOffset = ann.getStartNode().getOffset();
Long endOffset = ann.getEndNode().getOffset();
GATE.AnnotationSet toGo =
(GATE.AnnotationSet)inputAS.get("Lookup",startOffset,endOffset);
inputAS.removeAll(toGo);
}

List 0.2: Rule 4 remove annotation from non-offender person name
// check "المدعو"
Rule: PersonRule
Priority: 80
(
  
  
  [Token.string =~ "المدعو"]
| [Token.string =~ "المتهم"]
) ( {Token.string == "/")?

  // if token match
  ({Token , !Lookup})
  // the next should be person name
  :AnyPerson
):pers

:AnyPerson.Person = {kind = gaz, rule="PersonRule"}

List 0.3: Rule 1 determine offender name

// المهندس، د. م. أ. الخ
Rule: TitlePersonRule
Priority: 90
(

  [Lookup.minorType == title]
):personTitle

  ([Token , !Lookup])
  // the next should be person name
  :AnyPerson
):pers

:AnyPerson.Person = {kind = gaz, rule="TitlePersonRule"}

List 0.4: Rule 2 determine offender name
Rule: NicknamePersonRule
Priority: 100
{
{
//we use document normalization and convert each !.i to !
{Token.string == "اب"}
|
{Token.string == "ام"}
):Nickname
([Lookup.majorType == person])*{Token, !Lookup}
)
//the next should be person name
|:AnyPerson
);pers
-->
//:Nickname.Person = {rule="NicknamePersonRule"},
|:pers.Person = {kind = gaz, rule="NicknamePersonRule"}

List 0.5: Rule 3 determine offender name

Imports: {
import static GATE.Utils.*;
import java.util.Scanner;
}

Phase: CrimePersonName
Input: Person
Options: control = once

Rule: OutputAnnotations
(
{Person}
)
-->
{
Set<Annotation> set = new HashSet<Annotation>();
set.addAll(inputAS.get("Person"));

String results = "";
String res = "";
String currDoc = doc.getName();

List<String> tmpList = new ArrayList<String>();
boolean isfound = false;

//direct relation
List<String> tmpPersonList = new ArrayList<String>();
String DirectRelation = "";

List<Object[]> rowList = new ArrayList<Object[]>();
String allPers="";
int index = 0 ;

try {
    for (Annotation annotation : set) {
        String type = annotation.getType();
        String per = doc.getContent().getContent(
            annotation.getStartNode().getOffset(),
            annotation.getEndNode().getOffset()).toString();
        per = per.replaceAll("\n", "");
        per = per.trim();
        int cnt = 1 ;
        FeatureMap entityFeatures = annotation.getFeatures();
        List matches = (List) entityFeatures.get("matches");

        if(matches != null){
            if(!(tmpList.containsAll(matches))){
                //add to List
                tmpList.addAll(matches);
            // number of repeated name in documents
            cnt = matches.size();
            Annotation antecedent = null;
            for (Object id : matches) {
                antecedent = inputAS.get((Integer) id);
                String cor_per = doc.getContent().getContent(
                    antecedent.getStartNode().getOffset(),
                    antecedent.getEndNode().getOffset()).toString();
                if(per.length() <= cor_per.length()){
                    per = cor_per;
                }
            }
        }
        else{
            per = "";
        }
    }
}
// remove spaces from start and end of name
per = per.replaceAll("\s+$", "");

if( per.indexOf( "" ) >= 0 ){
    results += "repeated name : " + cnt + " name: " + per + \\
    \n";
    res   += per + ",";
}
if(!(tmpPersonList.contains(per))){
    if(tmpPersonList.isEmpty() || tmpPersonList == null){
        tmpPersonList.add(per);
    }else{
        for(String str : tmpPersonList) {
            DirectRelation += per + "-"+str+"n";
        }
        tmpPersonList.add(per);
    }
}

BufferedWriter out = new BufferedWriter(new FileWriter("c:/CrimePersonName/"+currDoc.substring(0,currDoc.lastIndexOf("."))+.txt"));
    out.write(results);
    out.close();

//append to text file...
try {
    if(res.length() > 1 ){
        res = res.substring(0,res.lastIndexOf(","));
        FileWriter fw = new FileWriter("c:/CrimePersonName/test1.txt",true); //the true will append the new data
        fw.write(res+\n); //appends the string to the file
        fw.close();

        FileWriter fw1 = new FileWriter("c:/CrimePersonName/test.txt",true); //the true will append the new data
        fw1.write(currDoc.substring(0,currDoc.lastIndexOf(",")+"\n"); //appends the string to the file
        fw1.close();
    }
} catch(InvalidOffsetException ex) {
    throw new GATERuntimeException(ex.getMessage());
}
```java
}
    res = "";
}
catch (IOException ioe)
{
    System.err.println("IOException: " + ioe.getMessage());
}
out = new BufferedWriter(new FileWriter("c:/CrimePersonName/"+currDoc.substring(0,currDoc.lastIndexOf(".\")) + "+_relation.txt");
    out.write(DirectRelation);
    out.close();
}
}
```

List 8: JAPE code to extract criminal community and Extract Key person of Community

// ابن بنت أبي

**Rule: NicknamePersonRule2**
Priority: 300

( )

//we use document normalization and convert each !أ، آ، إ to ا
{Token.string == "ابن"} | {Token.string == "بنت"} | {Token.string == "ابي"}

//the next should be person name
:AnyPerson
:pers

:AnyPerson.Person = {kind = gaz, rule="NicknamePersonRule2"}

List 0.7: Rule 4 determine offender name

**Rule: FirstName**
Priority: 50

((Lookup.minorType == male)| (Lookup.minorType == female)| (Lookup.minorType == surname))+
:tag

:tag.Person = {kind = gaz, rule = "FirstnameOnly"}

List 0.8: Rule 5 determine offender name
A.2 Name Entity Recognition evaluation

This section of appendix contains the table of name entity recognition evaluation results explained in Section 5.7.

Table 0.1: evaluation results of name entity recognition

<table>
<thead>
<tr>
<th>#</th>
<th>DocId</th>
<th>Recall (R)</th>
<th>Precision (P)</th>
<th>F-measure (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.9</td>
<td>0.9</td>
<td>0.90</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>0.83</td>
<td>0.71</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>53</td>
<td>0.92</td>
<td>0.5</td>
<td>0.65</td>
</tr>
<tr>
<td>7</td>
<td>68</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>89</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>10</td>
<td>93</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>11</td>
<td>106</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>12</td>
<td>110</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>13</td>
<td>117</td>
<td>1</td>
<td>0.8</td>
<td>0.89</td>
</tr>
<tr>
<td>14</td>
<td>126</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>15</td>
<td>135</td>
<td>0.88</td>
<td>1</td>
<td>0.94</td>
</tr>
<tr>
<td>16</td>
<td>148</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
</tr>
<tr>
<td>17</td>
<td>160</td>
<td>1</td>
<td>0.67</td>
<td>0.80</td>
</tr>
<tr>
<td>18</td>
<td>172</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>19</td>
<td>184</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
</tr>
<tr>
<td>20</td>
<td>196</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>21</td>
<td>211</td>
<td>1</td>
<td>0.8</td>
<td>0.89</td>
</tr>
<tr>
<td>22</td>
<td>224</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>23</td>
<td>235</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>24</td>
<td>248</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>25</td>
<td>260</td>
<td>0.87</td>
<td>0.71</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.83</td>
<td></td>
<td>0.74</td>
</tr>
<tr>
<td>---</td>
<td>-----</td>
<td>------</td>
<td>---</td>
<td>------</td>
</tr>
<tr>
<td>26</td>
<td>272</td>
<td>0.83</td>
<td>0.67</td>
<td>0.74</td>
</tr>
<tr>
<td>27</td>
<td>286</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>28</td>
<td>307</td>
<td>0.88</td>
<td>0.43</td>
<td>0.58</td>
</tr>
<tr>
<td>29</td>
<td>319</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>30</td>
<td>328</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>31</td>
<td>340</td>
<td>0.9</td>
<td>0.45</td>
<td>0.60</td>
</tr>
<tr>
<td>32</td>
<td>352</td>
<td>0.83</td>
<td>0.73</td>
<td>0.78</td>
</tr>
<tr>
<td>33</td>
<td>367</td>
<td>1</td>
<td>0.33</td>
<td>0.50</td>
</tr>
<tr>
<td>34</td>
<td>397</td>
<td>1</td>
<td>0.67</td>
<td>0.80</td>
</tr>
<tr>
<td>35</td>
<td>412</td>
<td>0.88</td>
<td>1</td>
<td>0.94</td>
</tr>
<tr>
<td>36</td>
<td>439</td>
<td>1</td>
<td>0.43</td>
<td>0.60</td>
</tr>
<tr>
<td>37</td>
<td>454</td>
<td>1</td>
<td>0.67</td>
<td>0.80</td>
</tr>
<tr>
<td>38</td>
<td>463</td>
<td>1</td>
<td>0.62</td>
<td>0.77</td>
</tr>
<tr>
<td>39</td>
<td>475</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>40</td>
<td>481</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
</tr>
<tr>
<td>41</td>
<td>490</td>
<td>1</td>
<td>0.5</td>
<td>0.67</td>
</tr>
<tr>
<td>42</td>
<td>499</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>43</td>
<td>508</td>
<td>1</td>
<td>0.57</td>
<td>0.73</td>
</tr>
<tr>
<td>44</td>
<td>520</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>45</td>
<td>529</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>46</td>
<td>541</td>
<td>1</td>
<td>0.8</td>
<td>0.89</td>
</tr>
<tr>
<td>47</td>
<td>548</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>48</td>
<td>552</td>
<td>1</td>
<td>0.71</td>
<td>0.83</td>
</tr>
<tr>
<td>49</td>
<td>554</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>557</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>51</td>
<td>559</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>52</td>
<td>565</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>53</td>
<td>567</td>
<td>1</td>
<td>0.8</td>
<td>0.89</td>
</tr>
<tr>
<td>54</td>
<td>570</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
</tr>
<tr>
<td>55</td>
<td>574</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>56</td>
<td>581</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>------</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>57</td>
<td>582</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>58</td>
<td>584</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>59</td>
<td>603</td>
<td>1</td>
<td>0.88</td>
<td>0.94</td>
</tr>
<tr>
<td>60</td>
<td>610</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>61</td>
<td>614</td>
<td>1</td>
<td>0.5</td>
<td>0.67</td>
</tr>
<tr>
<td>62</td>
<td>616</td>
<td>1</td>
<td>0.38</td>
<td>0.55</td>
</tr>
<tr>
<td>63</td>
<td>633</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>64</td>
<td>642</td>
<td>1</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>65</td>
<td>655</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>66</td>
<td>664</td>
<td>1</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>67</td>
<td>676</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>68</td>
<td>694</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>69</td>
<td>709</td>
<td>0.92</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td>70</td>
<td>726</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>71</td>
<td>727</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>72</td>
<td>742</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>73</td>
<td>750</td>
<td>1</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>74</td>
<td>751</td>
<td>1</td>
<td>0.82</td>
<td>0.90</td>
</tr>
<tr>
<td>75</td>
<td>757</td>
<td>1</td>
<td>0.67</td>
<td>0.80</td>
</tr>
<tr>
<td>76</td>
<td>765</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>77</td>
<td>767</td>
<td>1</td>
<td>0.38</td>
<td>0.55</td>
</tr>
<tr>
<td>78</td>
<td>768</td>
<td>1</td>
<td>0.6</td>
<td>0.75</td>
</tr>
<tr>
<td>79</td>
<td>769</td>
<td>1</td>
<td>0.5</td>
<td>0.67</td>
</tr>
<tr>
<td>80</td>
<td>770</td>
<td>0.85</td>
<td>0.8</td>
<td>0.82</td>
</tr>
<tr>
<td>81</td>
<td>771</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>82</td>
<td>772</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>83</td>
<td>773</td>
<td>1</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>84</td>
<td>774</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>85</td>
<td>775</td>
<td>1</td>
<td>0.67</td>
<td>0.80</td>
</tr>
<tr>
<td>86</td>
<td>776</td>
<td>1</td>
<td>0.5</td>
<td>0.67</td>
</tr>
<tr>
<td>87</td>
<td>777</td>
<td>0.7</td>
<td>0.62</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>88</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>89</td>
<td>5</td>
<td>1</td>
<td>0.9</td>
<td>0.95</td>
</tr>
<tr>
<td>90</td>
<td>6</td>
<td>0.82</td>
<td>0.7</td>
<td>0.76</td>
</tr>
<tr>
<td>91</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>92</td>
<td>184</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>93</td>
<td>172</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>94</td>
<td>160</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
</tr>
<tr>
<td>95</td>
<td>148</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>96</td>
<td>135</td>
<td>0.88</td>
<td>0.83</td>
<td>0.85</td>
</tr>
<tr>
<td>97</td>
<td>126</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>98</td>
<td>117</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>99</td>
<td>110</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>106</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>0.84</td>
<td>0.89</td>
<td></td>
</tr>
</tbody>
</table>