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Abstract

Various objecsegmentation methodisve beemproposed baseoh the classicahctive
ContourModel (Snake) whichhasbeen used extensively to locate object boundaries in
images.However, these methods have limited capability in overcoming the problems of
background clutter and boundary concavitisckground clutter hasreise which
obstructthe snake movingnddeterminingthe ObjectOf Interest(OQOI), alsothe snake

ability suffersto move into boundargoncavities.

In this research, we propose a new snake method that can perform more efficiently in the
presence of background clutter and boundary concavities. Our apritlacke twe phase
snakeinstead of a greedy sna&kgorithm which works by computed energynittions on
neighborhood around each snake ppthen moveo the wsition with the lowest energy,

andit will use scale space continuationinarease thenakeability to find the OOI contour

from clutteredbackground.

The first snakephase try to corarge on edges until stopping but tdaes't mean
founding the OOI boundary. fi&r that the second snakbasestarts itscompletinguntil

the boundary of the object of interest is found.

The two phasesnakemethod is testingn a number of differentnages under most
conditions. Te experimental resulesrors alsawill be compard onthe twe phasesnake

Performance of the new method will &ealuated inerms of accuracgnd performance
compared with existing methods, which are based on the classical model.

Keywords

Backgroundclutter, snake modehoundary concavitiesobjectsegmentation, greedy

shake.
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1. CHAPTER 1: INTRODUCTION

Object segmentation is an important fighdimage segmentation, we choose this field
because it is an exciting one, and this will be clear in our research.

1.1.  Object Segmentation

Objectsegmentation ishe process of extracting &bject Of Interest (OOI) from the

rest of an image the background. This is technically different from image
segmentation, whicrefersto the process of dividing an image into regions or categories
that correspond to different parts of the imadgoth types of segmentation (object
segmentation, and image segmentatiorgn cbe considered a type of pixel
classification. In image segmentation every pixel in the image is classified to one of the
different image regions, while in object segmentation it is classified as either object or
background pixel.

However, inmany casg, the objective of object segmentation is not to classify every
single pixel of the OOI, but tTdhheo rolby ettt 04
boundary is a meaningful representation of the object, and once it is found it becomes a

straightforward ®p to delete the background and extract the object.

1.1.1 ObjectSegmentation Applications& Importantance.
A segmentatiorcould be used for object recognition, occlusiomurmary estimation
within motion, stereo systems, image compression, image edaingimage database

look-up.

The object segmentation operation used in various systems such as, Graphics design
applications, multimedia design applications, objfem$ed video encoding systems,

medical imaging systems, and security applications .

The dojectsegmentation is very useful foacking and reognition the object in a video,
for example, pedestrian and highway traffic can be regularized using density evaluations
obtained by segmenting people and vehiclesingobject segmentation, speediagd

suspicious moving cars, road obstacles, strange actisitan beletected
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The medical applicationsnostly require the segmentation for specified objects, such as
specific organs or lesionsln medical imaging, the resulting contours after object
segnentation can be used to create 3D reconstructigthsthe help of interpolation
algorithms like Marching cubessegmentation of tumors from CT or MRI images can

be critical in the treatment of cancer.

Security systems demand 3D segmentation algorithatscn quickly and reliably

detect threats.

In salient object segmentation, image labelers annotasaliescy in an image by
drawing pixelaccurate silhouetted objects that they believed to be salient.

TheResearchProblem

Boundary methodsave two main obstacles a) background clutter, and b) boundary

concavities.

Background Clutter
Background clutter is the existence of various scene components mctgrdund of

the image.Thesecomponentsresultin noise edgeswhich obstruct the diwe contour

and prevent it from reaching and convergingohe i nt erest obj ect és

Essentially, the contour falls in | ocal
boundary, see Figurel.5.

Figure 1.5: OOl (real image identified flower) on background clutter.
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Variational methods solve this problem by means of energy minimization. Methods
belonging to this class are generally divided into two types, the rbgised and
boundarybased approache$][[ 2] have advantages and disadvantagash the
gradient is very noise sensitive , and if the high frequency information in the image

either is missing or is unreliable, boundary finding is more error.

Boundary Concavities

Boundary concavitiesis the existence of concas inthe objesic 6 s boundar y.
points cannot reach boundary concavities because they are restricted with internal snake
forces see kgurel.6. If a curve is concave up (convex), the graph of the curve is bent
upward, like an upright bowl. If a curve is concave down (or simply concave), then the

graph of the curve is bent down, like a bridge.

//_\\

oy
¥ k¥

Figure 1.6: Object with several deep concavities.

Avoiding backgroundclutter, boundaryconcavities many various approaches
initialized by the active contours were peared with the classical snaké&s,
the snakeas closeto the OOI as possible and in a way as to exclude background

clutterfromt he snakebés processing field.

Some research solutions have been proposed to handle our research problem " boundary
concavities " such as the Gradient Vector Flow (G§figke proposed by Xu et al[4,

[5],[6], Also others used balloon snake which &eds like a balloon is blown u@/hich
modifiesthe definition external forces (derived from gradient of the impgegented in
traditional snakeKass B]. A GeometricActive Contour, are typicallymplemented

using level set techniqueswhere the snakeis embeddedas the zero level set of



a higher dimensionalfunction, see[7], [5], [8], [9]. This implementation enables

GAC snakes to handle boundary concaviiedtopologychanges naturallyWhile the
GAC model, the GVF model and the various other ACM variants show that the model
can be modified to improvies performance against the concavity problem, the
background clutter problem remains a challenge, which cannot be treated through
modifications to the mod¢LQ], [11].

In otherapproacheshapenodels have been used, such agjn[[2], to identify the
OOl andits edges, h addition to thatt classifiesall other edges as background clutter.
While such methods may work for specifipplications where prior knowledge about
the OOl is available, obviously they cannot be used outside of their da2h&a. [

In the related works section we present in more details some of the most common
segmentation methods that have been proposed bagbe classical snake modeld
non-snakebased

As we shownsnakebased methods are among the primary methods and are
commonly used in applications such as object tracking, shape recognition,
segmentaon, medicaland edge detectiod¥|, [16], [17], [18],[19],[20],[21],
however, performance of ttemake model degrades significantly when t#make
encounters challenges such as boundary concavities, object occlusion, and

background clutter.

In this work, we develop a snakeethoddepenihg on snakebased methodsThis
methodwill depend on employingnakemethod within a certain structutbat ensure

its effectiveness and accuracy of the output to object segmentation from cluttered
background andboundary concavities

The user of thapplication willinput the image and some values, andayglication

will output thecontour of OQOI

Problem Statement

Object segmentation methods based on the classical snake model have limited capability

in overcoming the problems of background clutter and boundary comrsawgcause if



they extractan Object Of Interest (OOI) from the rest of an image, cldtidvackground
obstruct converging OOI , and if the OOI have concavity boundary, snake cantggonver

the OOI more efficiently.

1.4. Obijectives

This research has a maind specific objectiveshroughwhich we can achievéhe

solutionto our problem

1.4.1 Main Objective
To develop a snakbasedbject segmentatiomethod thatanperformtime efficiently

in the presence of background clutter and boundary concavity.

1.4.2 SpecificObjectives
1. To design a new snake method

A two- phase snhakis desigred which have two stagethe first phase ia greedy
snake andhenaddingthe second phassdter shifting thdirst control pointssnake to
anew start position.

2. To implement the new method

The implementatiohasa user interface which, the user can load imsgegifya
ROI and parameters throughthen start the twgphasesnake.

3. To test the proposed method

Testing the proposed methddpends omising real and synthesized images also
therearethree tessets.

4. To evaluate tle proposed method

Evaluate the accuracy of our improved method by using the square root of the
mean/average of the square of all dineer.

5. To make comparative betwedéme proposed method and others
Making acomparisorbetween the proposed method and greedy snake method
depends otthe resuks from the testing of the greedy snake and the proposed method.
1.5. Significance of the thesis

Enhanceperformance (in terms of time and accuracy) of object segmentation operation
used in various systems such as:

1 Graphics design applications
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1.7.

1 Multimedia design applications

1 Objectbased video encoding systems
1 Medical imaging systems

1 Security applications

Scope and Limitations

This work is expected to be developed under some constraints and limitations such as:

1 We will dealwith only OOI which have a close boundary frahattered background
images.

1 We will determine th&kOI and thgparameterdeforeimplementations.

1 Our work depended on greedy snake algorjtoarit useother ACM methods for
cluttered backgroundnd boundary concavities

Research Methodology

The methodology of research had been followed in order to complete this research and

achieve ar goal presenteds:

1) Literature Review
Firstly, a review had been done for current techniques used for handling the

background cluttered and boundary concavities .

2) Study ACM methods
Hard study for ACM methods ariits types andconsequencesidhe performance of
object segmentation method

3) Development our proposed solution
The proposed algorithimad handledbackgroundtluttered and boundary concavities
problers efficiently.

4) Implementing the proposed algorithm
The proposed algorithm had Imeenplemented and tested in Négd.

5) Evaluating and comparing results
The evaluation of the system had been d®iegutwo metrics: errors and
processing time. These two metrics had been used to compare the proposed algorithm

with greedy snake.
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In this chapter detailed information about object segmentation was presented. In
addition clutter background and boundary concavities wiefened and theroblem

which affectghe performance of extracting OOI had been clarified.

ThesisOrganization

The remainder of the report is organized as follows. In the next chapter a related work ,
of a selection of papers dealing with active contours, is given. Thereaftepriby@osed
method" will be analyzed and explaineuh detail. This will be followed upy a chapter
containing the results that were obtained when runningmbé phasesnakealgorithm

on the test images, with evaluation of the results. iz ¢hapter will be the

conclusion. In the appendix the reader will find the list of references.
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2. CHAPTER Related Work

In this chapter we present moreletails on the most common segmentation methods that
have been proposed based on the classical snake model, and discuss their §mitation

with respect to the problems of background clutter and boundary concavities.

2.1. Object Segmentation Methods

A class of object segmentation methods that targets the boundary of the object is the
edgebased Active Contour Met ho dsdthe k@bt al so k

method.

2.1.1 The Active Contour Model (ACM)
Active Contours Model (Snake), is a method depends on active curves or surfaces, and
has been widely used in image segmentation field. The ACM separate an object from
its surroundings by locatinghe object boundaries in the imagelhe ACM use a
dynamically evolving curve to minimize an energy functional that presents a non
Euclidean length of the segmenting contolihe minimum occurs when the curve
synchronizewith points of high gradient in thiemage.Assumingthat the object edges
are characterized by relatively high intensity variations, the active contour then becomes

stable when it reaches the objebtsindary

Active contours were pioneered with the classical snaRgsfdllowed by Geodesic
Active Contour (GCA) [2]greedy snake2P)], the balloon snake2B], and theGradient
VectorFlow (GVF) [4].

- Traditional Snake

Now we will talk about the traditional snake which is the basic element in our research

In our research waleveloped snakewethodfor solving the problem A shake is a list

of points which are typically initialized outside the object of interest (OOI). Through an
Afenergy minimizationo process, the points
stoppi ng eventual |l y mfl5,talheslgeOatelthie samb loecanse the y .

10



snake can't distinguish between edges of the OOI and those of other image components,

and thus the snake will converge on the first edge in it is way.

The active contoumodel is defined by an energy function, which is a weighted
combination ofinternal andexternal forcesThe internal forces emanate from the shape
of the snake, while the external forces come fthenimage and/or frora higherlevel

image understandingrocess.

In Figure 2.1, Snake introduced by Kasg],[ the idea starteffom making the initial
closed curve converge to the desired object by minimizing the energy functional. The
name fAsnakeod is the reason of whchehangeppear anc

during the iterative process.

Figure 2.1: Active Contour Model (snakes).

The parametric form of a curve, which is invactor form, is specified a® i

wi i wherewi hoi areafdco-ordinates along the contour and s is from [0:1].

VI 21

11



Snake idea firstly depends on the continuous domain, and then it was transformed into a
discrete model for implementatiotine solution is foundising techniques of variational

calculus.

Firstly (snake in the continuous domajs},[24]: The energy functional is commonly

defined using several additive terms, such as the following:
O . O ui O vi Qi 2.2
The energy functional is a combination of internal and external energy.

The internal energ®® 0 i constrains shape of curve or encourages smoothness and
the external ener@ 0 i encourages matching suitable image features as strong
edges which, consists of both the image en&gy 0 i and the external constraint
forcesO i , To simplify the analysis we will disregard the external constraint

forces, so we get
O . O vi O vuvi Qi 2.3

The snake will try to positioritself in areas of low energy, often the snake should be
attracted towardlifferent image features as edges in the imagealss; the image has
noise which obstructsthe snake moving, the image can be smoothingetiuce the
noise, the image can be convolvedth a Gaussian kernel before computitige

gradientghatincrease the capture range of the snake.

One possil®@ way to extract edges wgith Sobelfilter, this filter combines a Gaussian
kernel "Owith the derivative of themag€éQ as the image energy term i©
"Oufto , whereOis the image functian Using GaussiakernelO, This gives the

following image energy term
0 nAO hw z "Ouftd &£ 2.4

Where'O ¢fw is a two dimensional Gaussian with standard devigtioWhen strong
edges in the image are blurred by the Gaussian the corresponding gradient is also

smoothed which resulis the snake coming under the influence of the gradient forces

12



from a greater distance, hereby increasing the capture range of the snake. The negative

sign reverses the energy so that sharp edges are mapped to areas of low energy.

In addition to the imge energy, thenake is influencelly it's own internal energy, the
internal energy of the snake is the component of the behavior function that describe the
physical properties of our contour like smoothness or continuity and curvature as

follows:

0 el imMia 1 0A O=f 25
The first order termi | £ measures the continuity (elasticity) or smoothness so it's a
function of the first derivative of our contour and, it is controlled by the coefficients

| i , while the second orde®® O measures the curvature energy, and is function

of the second derivative of ogontour, it is controlled bthe coefficient$ i .

The more the snake is stretched at a poimt the greater the magnitude of the first
order term, whereas the magnitude of the second order term will be greater in places
where the curvature of the curve is high. It should be noted that if the snake is not under
the influence of any image energy, and only moves to minimize its own inésreajy.

Then, for a closed curve, it will take the form of a circle that keeps shrinking and for the

open curve the snake will position itself to form a straight line that's also shrinks.

Continuity force which is the first term in the internal energytioé snake, is defined as
the magnitude of the first derivative of the parametric curve. The first derivative of a

parametric curve is given by
O i 2.6

This derivative is the tangent vector to theveuat any point, and the direction of the
tangent vector is the same direction of that curve at the point, see Rigur&€he
magnitude/length of the tangent vector indicates the speed of the curve at the point. The
speed of a parametric curve indicatbe distance covered on the curve when s is
incremented in equal steps. Therefore when the internal energy of the snake is being
minimized, the speed of the curve will be diminished. This means that the continuity

force helps keep the curve from deformingessively. Thus the shrinking effect allows

13



us to place the snake around the object of interest. However it might be necessary to
adjust the parameter in order to prevent the continuity force from overcoming the image

energy completely, as this would résn the snake shrinking into a single point.

v(s) V(3)
>
N(s)
Y
kN(s)
Y
Figure 2.2: lllustration of a parametric curve v and some of the intrinsic vectors

The green vector is the tangent vector, the red vector is the unit principal normal vector

and the blue vector shows the curvature multiplied with the unit principal normal vector.

The curvature force, which is the second derivative of the parametrie airv O £is
used to measure how much the snake curves at a point. Usually the cufdiatgieen

by the second derivative of the curve with regards to the arc length .

(VI Q0 2.7

where N is the unit principal nomh vector which is illustrated in Figura2. The

magnitude of the curvature is given by
A i £ AQE SEAE SGp SB 2.8
Kass B] assumed that the snake curve is parameterized by arc length, iso

0 i , Howeverwe also have to adjust the paramétethat controls the influence of

the curvature energy.

The following equation explains snake energy which hesnabination of internal and

external errgy which gives the minimum energy.

14



(0 el imia rom O ©O 0i Qi 2.9
An implementation of the traditional snake through a discrete formulation will explain in
greedy snake.

- Greedy Snake

The greedy snake has a discrete nature, it depends onamtiteeir model which, is an
energy minimizing model where the energy of a spline is minimized under the influence
of image forces and external constraints. It is important to note that the primary
characteristic of the greedy snake is that it computemmtheement of each snake point

by looking at the neighborhood of pixels around the snake point and then moving the
snake point to the position in the neighborhood which minimizes the energy term. The

energy functional for the contour is defined as follows.
0z . ©° i Qi 2.10
0z . O vi O vi O o0i Qi 211

The imageenergy of the greedy snake is calculated as one possible walydot edges
with a Sobel filter, this filter combines a Gaussian kei@slith the derivative of the
image'Cas follow, it is almost the same energy term as in the Kass. Snake, except that

there is missisxzng a minus in front of the term.
(6] A 0 oo 20 A 212

The greedy snake algorithm works by computed energy functions on neighborhood

around each snake point and then move to the position with the lowest energy.

Therefore the image energy in theighborhood of the snake control paint has to

be normalized in a manner which assigns large negative values to pixels with high
gradient values, while assigning lower negative values to pixels with a lower gradient
value, the gradient magnitudese all in the interval [0,255], the normalization of the

neighborhood is calculated as

DE Mo & & 2.13
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where(d@ Q& a @ Jis the minimum and maximum gradient value in tiegghborhood,
andd & "@hw is the gradient magnitude of the current point. This normalization sets
the highest gradient magnitude in the neighborhood t&nd the lowest to 0, but if the
neighborhood is nearly uniform in gradient magnitude we geelaifference in the
normalized values. So if all the gradient magnitude values are in the interval [46, 49]
then the normalized values would be-0,33,-0.66 and-1, which would suggest a
strong edge even when there is none. To solve this probéemitiimum value min is
settod ww vifa ww & Qe v[25.

The internal energy of the splii@ , is divided in two term®  andO

The continuity term of the greedy snake it was clear in the Kass et al. the continuity
term A OZ& has the effect of causing the curve to shrink upon itsefhe greedy
snake used a different way of calculating the continuity term. Thus reducing the
shrinking effect and also making sure that the snake control points does not bunch up in
placeswith high image energy. As its accounts for the spline continuity and should grow

larger as the spline is stretched.

The continuity term in the greedy snake is calculated in the neighborhood of each snake

control point as

g mi 0i &£ © ®i i p wi ©i p 214

whered is the average distance between all the points in the snake. After term has been
calculated for each pixel in the neighborhood of a snake control point, the neighborhood
is normalized as all the values are divided by the largest value in the neighborhood,

which means that it only contains continuity term values between [0, 1].
The minimum energy will be achieved when
d mi Vi & ¢ 2.15

which will be true for points where the average distance equals theadisiatween the

current and previous point on the snake. This new continuity term will therefore
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encourage the snake control points to be evenly spaced along the curve keeping the

curve parameterized by arc length.

Finding a suitable value for this paraer® i is equally important in the greedy
snake as in the Kass et al. If the parameter is set too high the snake will not really be
able to evolve to fit the contour of an object because the snake curve will not change its

length at all, see Fige2.3.

In Williams and M. Shalj23], evaluate a range of different ways of calculating the
curvature for a discrete parametric curve such as the greedy snake curve. Its accounts for

the spline curvature.

AiIQp ¢wiQ ViIiTQpae = 2.16
elastic energy O O
( continuity) P4 7/ Vs
7 \ &%
dv 2°\
==&V | -
Vio N
\ P va bending
Vo 2 energy
v ( curvature )
S; Q(VP'I _Vz«) —(V! _vt—jj =v1+1 _2\’1 +V1—1
Figure 2.3: Elastic and curvature energy in greedy snake.

However the control points in the greedy snake a more likely to be evenly spaced than
for the Kasset al. snake since the continuity term encourages even spacing of the control
points. The influence of the curvature is controlled by the parametein the Kass et

al. Once the curvature has been calculated for each point in the neighborhood of the
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current snake control point, the values are normalized by dividing with the largest value

which is in the range [0, 1].

For each point/pixel in the neighborhood of a snake control point the three energy
terms are calculated. Then the algorithm sums the energy terms to get the combined

energy

0 Fl o ahw 11O o i O w 217

WhereO  cfw is the ehsticity energy®  6fw is the curvature energ) G
is the image energy arfg,y) are the indices to the points in the neighborhood. As we
see that the greedy snake algorithm also uses a parameter to control the influence of the

image @ergy.

Once the combined energy has been calculated for each neighborhood, the greedy
algorithm choice and moves the snake control point to the position that has the minimum
combined energy, so the name of the algorithm is derived from its behavior. This
behavior is illustrated in Figui24, the values in the squarespresent the combined

energy. Also pictured is the snake control point vénd thepoint before and after it.

The red arrow shows to which point in the neighborhoodiaée control poit will

move.

\f(S|_1:] | V(S|+1}

2 1.7 1.2

Figure 2.4: lllustrating the movement of a snake control point.
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After all the control points along the snake have been moved to a new position the
curvature is calculated a second time only for each control point along the snake and not
for all the points in the neighborhood. That is to locate places where the cangatur

high and then relax the paramétet for this control point i.e. settirig i TL

Computing the curvature in the second time follows the following equation:

2.18

wheredQ  wi Wi hoo i Wi wE 6Q p i
wi hoi Wi
This equation gives a more accurate estimation of the curvature since we normalize by

the magnitude of the vectors.

Once the new curvature has beaiculated for all the snake control points the
parameter is relaxed for control points where the following conditions hold true. First
the curvature of the control pointi  has to be larger than the curvature for its two
neighbore i andv i . Second, theurvature has to be larger than a preset
threshold valug'YQQ . Finally, the magnitude of the gradient at the control point also
has to be above a certain threshof) . If all these conditions are true thigre

control pointis relaxedwhich means the valde i issettoO

The final step in the iteration of the greedy snake algorithm consists of checking whether
the number of points that are still movihg, i T, in the iteration idbelow a
threshold,YQ . This is used as a stopping criterion as the snagkesimedo have

reached minimum energy whemost ofthe control points have stopped moving.

- An Active Contour Balloon Model
The active contour model that Kass et akadticed was developed to anew Active
Contour Model s <cal | s23.tTheesnakeBadellbalansswbrksby Co h e n
on the same principles as the Kass et al. snake, but where the Kass et al. snake would
shrink when not under the influence of image ferdke Cohen snake expands, such the
snake bears some resemblance to a babeorg inflated in 2D, the expansive behavior

is achieved by altering the values'@f¢hto and’Q ¢y  in equation:
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where¢ i is the unit principal normal vector to the curve at poirit and'® is the
amplitude of this force, we havelp =70 7 cand nn =170 7T oawhile the

magnitude ofQdetermines the influence of the normalized external forces.

The changes to the original Kass et al. snake that the balloon snake introduces makes it
possible to find the contours of an object by placing the initial snake itsdebject
instead of outside, while also providing more best results.

- Gradient Vector Flow (GVF) Snake
Gradient Vector Flow is one of the snake models that have been developed by Xu and
Prince f]. The Gradient Vector Flow snake was developed in ordiectease the
capture range and improvettena k e6s abi l ity to move into bo
know that, the capture range of the traditional srikédes et glis generally limited to
the vicinity of the desired contour. Also, the traditional snasegntoblems with

moving into concavity boundary.

The Gradient Vector Flow snake handles these problems by introducing a new external
force. This new external force is a dense vector field derived from the image by
minimizing energy functional in a variational framework. The minimization is achieved
by solving a pair of decoupled linear partial differential equations which diffuses the
gradient vectors of a grdgvel or binary edge map computed from the image. This

leads to the vector field being slowly varying in homogeneous regions, and at the same
time being nearly equal to the gradient of the edge map in regions where the gradient of

the edge map is large.

2.1.2 Level Set
The levelset based contour representations [7], have become a popular framework for
image segmentation. They permit topologicames in the evolving contour and are

also used to exploutarious low level imageroperties such as edge information.

The level set method originally used as numerical technique for tracking interfaces and

shapes. In the level set method, contours dases are represented as the zero level set
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of a higher dimensional function, usually called a level set function, it is able to
represent contours/surfaces with complex topology and change their topology in a
natural way. Using the level set representgttbe image segmentation problem can be
formulated and solved in a principled way based on-esttblished mathematical

theories, including calculus of variations and partial differential equations .

An advantage of the level set method is that numlesaraputations involving curves
and surfaces can be performed on a fixed Cartesian grid without having to parameterize

these objects.

Related Work

We divide the methods to: Snakased or Non snakeased

Snakebased

Snakebased dependm active contour method for solving the problem sasth

Kass, Witkin, and TerzopouloE3], have proposedActive contours or snakes are
computer generated curves that move within the image to find object boundaries under

the influence of internal and exhal forces.

The energy function is defined as

(0] . ©° i Qi 2.20
O . O wvi O vui O oi Qi 211
O vi : represents the internal energy of #pdine due to bending
‘O Ui : representsthe image forges
O 01 : representsthe external constraint force

The sum otthe image force® and the external constraint forc8s is also simply

known as the external snake forcemated byO . The internal energy dhe snake

measures the continuity (elasticity) or smoothness of the first derivatitre obntour

andmeasures the curvature energfich isthe second derivative d¢ifiecontoutr
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First Snake is placed ne#ine contour of Region Of Interest (ROI), then during an
iterative process due to various internal and external forces within the image, the Snake
is attracted towards the target. These forces control the shape and location of the snake

within the imae.

An energy function is constructed which consist of internal and external forces to

measure the appropriateness of the Contour of ROI, Minimize the ehergyon.
(integral), whi ch represents active contoul
respnsible for smoothness while the external forces guide the contours towards the

contour of ROI.

Shortcoming of traditional snake is that, it requires user interaction, which consists of
determining the curve around the detected object, the enangiidn often converge to
minimum local energy, so snake should be placed usually near the boundary of ROI,
such no external force acts on points which are far away from the boundary ,and
convergence is dependent mritial position, so snake cardetectthe OOl boundary

from clutter backgroundithout user interaction.

Traditional snake algorithm is particularly sensitive to noise. More sensitive to the
choice ofits parameters and adaptively adjusts the parameters in an extremely complex
process. The coputational compmxity of the algorithm is highSnake fails to detect
concave boundaries;such external forcecan't pull control points into boundary

concavity. These issues can in principle, be solved by verylévgh computations.

Williams and Shah R2], haveintroduced thegreedy snakelgorithm, theirapproach
differs from the original Kasst al. This entails computing the movement of each snake
point individually on the discrete indices of the image. The movement of each snake
point is computed byobking at the neighborhood of pixels around the snake point and
then moving the snake point to the position in the neighborhood which minimizes the

energy term.

Williams and Shah also investigate efficient ways to approximate the curvature term
when dealg with discrete curves. This leads to a new way of computing the curvature

term, which is particularly appropriate for the greedy snake algorithm.
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Laurent D.Cohef23], have presented new snake it's behaves like a balloon which is
blown up. Cohen snakeowld not shrink under the filuence of image buit's expands.

The expansion of the snake bears some resemblance to a balloon being inflated in 2D,

Snake balloon when it passes by edges; it is stopped if the contour is strong, or passes
through if thecontour is too weak. Thus, the initial snake needs not to be close to the
solution (object) to converge. This approach modifies the definition external forces

(derived from gradient of the image) presented in traditional snake ¢Kas

A balloon mo@l can solve some of the problems encountered with the snake model, but

it cannot deal witlboundary concavitiegroblem.

Chenyang and Jerrji5], have developed a new external force for active contours,
which they call gradient vector flow (GVF) and migftrm the basis for a new
geometric snakehe gradient vector flow snake was developed in order to increase the
capture range and improve the snakes ability to move into boundary concavities. The
capture range ahe traditional snakées generally limited to the vicinity of the desired
contour, alsdhe traditional snakkas problems with moving into concave regions as an

U-shaped object.

(GVF) are dense vector fields derived from images by minimizing an energy functional
in a variatimal framework. The minimization is achieved by solving a pair of decoupled
linear partial differential equations which diffuses the gradient vectors of deyrlyor

binary edge map computed from the image.

Chenyang and Jerryp], have developed GVF ska which is distinguished from the
previous snake formulations in thtg external forces cannot be written as the negative
gradient of a potential function. Because of this, it cannot be formulated using the
standard energy minimization framework; insted is specified directlfrom a force
balance condition.In[4],[5], GVF snake has advages like,it's insensitivity to
initialization andits ability to move into boundary concavitieds@ there have some
weakness as, the background clutter probiemans a challenge which cannot be
treated through modifications to the model butheatrequires ad hoc treatment ,

alsovery sensitive to parameters , slow and it@mputationally expensive .
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Although the GVFsnake has large capture range and coraidie ability to handle
boundary concavities, it is difficult to realize accurate segmentation when detecting
complex shapebjectswith deep concavities, gbis considered agoor convergence to

boundary concavities.

Zhang, Li and Bai[25], have propos# a novel improved scheme was based on the
GVF-snake which has a large capture range and can deal with boundary concauvities.
However, whennteresting object has deep concavities, traditional GN&ke algorithm

canot converge t o bithayehave imtroduded dynang baloora c t | y .
force and tangential force to strengthen the static GVF force, and it is found that the
capability of capturing concavedges enhanced effectivelsuch the balloon force is

used to increase capture range and conngrgpeed of snake, and the tangential force is

used to make the snake converge to boundary concavities better.

Xu and Prince 6], haveproposed GGVF snakes which hate ability of attracting

the active contour toward object boundary from a sufficielstge distance and the
ability of moving the contour into object boundary concavities. It was introduced
recently to address problems in GVF. The external force fields derived from this new
generalizedzVF (GGVF) improve active contour convergence intogpthin boundary
indentations, while maintaining other desirable properties of GVF, such as the extended
capture range. The original GVF is a special case of GGVF. However, these parametric

snake models still cannot automatically handle topological clsange

Shin, Alattar and Jang R7], [28], [29], have preented a snakieased scheme for
efficiently detecting contours of objects with Imolary concavities. The proposed
method is composed of two steps. First, the object's boundary is detected using the
proposed snake model. Second, snake points are optimized by inserting new points and
deleting unnecessary points to better describe the object's boundary. The proposed

algorithm can successfully extract objects with boundary concavities, and is insensitive

to the number of initial snake points

Shortcomingof snakebased methois$ solving the background clutter and boundary

concavities efficiently.
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2.2.2 Non-snakebased
Non Snakebasedwhich usemethods different to active contour method for solving the

problemsuchas:

- Shapebased
Ravikanth, James, and Babd,[haveused priorishapemodels to identify the object of
interest(OOI) andits edges andhereforeclassify all other edges as background clutter
They adoptlevel settechniques to the problem of shape recovery. To isolate a shape
from its backgroundthey first consider a closed, nonintersecting, initial hyperface
placedinside (or outside) it. This hyper surfacahen madeo flow alongit's gradient
field . While such methods may work fospecific applications where prior
knowledge about the object of interest OOI is available, obviouslydaeyot be ued
outside of their domairhecause not always possible to specify the topology of an
object pror toits recovery, howevear he c¢l utter background probl e

Anucha, Wichian 30], have identified the ROl in a natural scenasa complex task
because the content of natural images consfstise multiple noruniform subregions
Theyhavepresenéd a novel Region of Intere@ROl) detection method to minimize the
ROI in the im@esautomaticallyby applyingthe geometric active contours at forces the
variationallevel set function to be cloge object boundaries’hey have cmpaed the
efficiency of the propsed ménhod with the method using theiman segmentation of the

images.

Riklin, Kiryati, Sochen 81], recently published a method allowing for a more general
projective transformation othe object's shapelhe image may contain a group of
objects with similar shapes that can be transformed to each other by the allowed
transformation (e.g., scale or rotation). In such case the prior shape encounters an
ambiguity and therefore is not capable of discriminatingveen the objects of the
group. Moreover, scenes with high level of clutter can have many rnuoaha where

the evolved contour may be trapped. In these cases there is a need for higher prior

support in the segmentation process than just a shape model.
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Ben, Aiger[2], have presented a new object segmentation method for segment an object

in a very cluttered environmerit is based on geodesic active contours (GAC) which
combined shape and appearance priors, the appearance similarity measure is based on
intensity differences, that meansiprove object segmentation in cluttered scenes and
occlusions. They add a new prior, based on the appearance of the object to be
segmented. This method enables the appearance pattern to be incorporated within the
geodesic etive contour framework with shape priors, seeking for the object whose
boundaries lie on high image gradients and that fits the shape and appearance of a

reference model.

Chan, Vesg3], have proposed a new model for active contours to detect objeats in
given image, based on techniques of curve evolution, MufinBrah functional model

uses the global information of the image as the stopping criterion for segmentation and
level sets which is represent the curves or surfaces as the zero level set loéra hig
dimensional hyper surfacdhepr obl em becaemeyvyabduiemeédhowo fro
sets, like evolving the active contour, which will stop on the desired boundary.
However, the stopping term does not depend on the gradient of the image, as in the
classcal active contour models, but is instead related to a plartisegmentation of the
image. Theyhavegiven a numerical algorithm using finite differences. This technique
provides more accurate numerigaplementationsalso handle topological changerye
easily. Thedrawback of these methods appeahen the contrast of a desired object or
part of it, is low with respect to the background. The segmentation outcome then labels

partially or the whole object as background, so it cannot solve backgrouteal.clu

Alban, PierreB3], they present a new way of constraining the evolution of an active
contour with respect to a set of fixed reference shapes. This approach is based on a
description of shapes by the Legendre moments computed from their characteristi
function. This provides a regidmsed representation that can handlatrary shape
topologiesthe new shape prior is based on a distance, in terms of descriptors, between
the evolving curve and the reference shapes. Minimizing the corresponding shape
energy leads to a geometric flow that does not rely on any particular representation of
the contour and can be implemented with any contour evolution algorithen
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2.3

introduce there prior into a twdass segmentation functional, showitgybenefits on

segmentation results in presence of severe occlusions and clutter.

As we see there is a shortcomioignon-snakebased metho solving the background

clutter and boundary concavities efficiently.

- Other methods
Liyuan Li, et al. B4], havepresented their work on foreground object detection through
foreground and background classification under Bayesian framework. The object of
interest called foreground often has homogeneous (constant or smooth) statistics.
However, the remainder of the iage (the background) is certainly not well
approximated by a constant gray value. As a result, detecting the boundaries a seemingly
easytaskis hampered by the structure of the backgrowvtdchends up influencing the
boundary more than the charactecstof the OOI, so this method cannot detect the OOI

from clutterbackgroundit's fails to dealwith background clutter problem.

Xintong, XiaohamandChen B5], have proposed a foreground segmentation algorithm
that does foreground extraction under different scales and refines the result by matting ,
This method can treating challenging iraaguch cluttered backgroundrirst, the

input image is fikred and resampled to 5 different resolutiofisen each of them

is segmented by adaptive figugeound classification andhe best segmentation is
automatically selected by an evaluation score that maximizes the difference between
foreground and b&ground. This segmentation is up sampled to the original aim a
corresponding trimap is built Closedgform matting is employed to label the
boundary region, and the result is refined by a final figtmand classification.

In geneal, ACM model can be modified to improvies performance against the
concavity problem and background clutter, hutemains a ch&nge, which can'be
treated through modifications to theodel.

Summary

As shown in this chapter most algorithms havetéohcapability in overcoming the

problems of background clutter and boundary concavitlegen those who work on
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object segmentation problem, they failed to address the performance improvements

especially in the cluttered background and boundaryasaties.

This led us to think about developing a tywbasesnake method that can work

efficiently under most conditions .
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Chapter (3):

Proposed
Method
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3.1

CHAPTER Broposed Method

This chapter stastwith a general introduction of what we add to solve the last
challenges'Clutter Backgroundand BoundaryConcavity"using an active contour and

how it works.

Our method follows the same approach of greedy snake, which aims to locate an object

contour, under the influence of internal and exteemalrgy.

Method Characteristics

In our work weachieveour objectives in terms of the followingharacteristichefore

explaining the newnethod steps

- Two-phase approach
Our approach usesvo-phass, In phas& a normal greedy snake is initialized at the
borders of an ROI around the OOI. The snake starts to locate the OOI, under the
influence of internal and externahergy. Due to background clutter and boundary
concavities, it is very unlikely that phdss nake converge on the
Therefore, in our method we introduce a second phase in which the snake shifts to a new
position calculated basesh its find position of phask. A center locatioramid the
stable points of phaseis calculated and each stable point is shifted to the middle
distance between its currdntation and the center. Phagakes on from there, and the
snake resumes operatingagais a greedy snake, and moves

under the influence of the same energy forces.

The main advantage achieved from this proposed improved teehisighe accuracy of
determiningthe OOI whichresultsin more accuracyn the use othe two- phasesnake

by reducing thenfluence ofbackground clutter and boundargncavities.

- Scale space continuation
The scale space continuation techniggipresented in the original paper by Kass et al.

[3] as a way to improve the snake's ability to fthd desired object contour even under

O

t

C

the influence of noi se, i . e. cluttered backoc¢

we apply this technique twice, in the two phases we proposed. That improves the
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snakedbds ability i n fronodutered bagkgrouhdMoredetpils ct con't

on this are given in Phase 1 subsection.

- Handling boundary concavities
Our method keeps the points in the snake equally spaced even at locations where the
snake curve bends. When this requirement is enforcétkitwoephase approach, its

effect in handling boundary concavities becomes even stronger.

- Pure object contour
Active contours are used in the domain of image processing to locate the contour of an
object. Trying to locate an object contour purely by rogna low level image
processing task such &nnyedge detection is not particularly successful. Often the
edge is not continuous, i.e. there might be holes along the edge, and spurious edges can
be presented because of noise, so we used Sobeldetigdon [36], it is a discrete
differentiation operatgrand is based on convolving the image with a small, separable,
and integer valued filter in horizontal and vertidaection and is therefore relatively
inexpensive in terms of computations. On the other hand, the gradient approximation

that it produces is relatively crude, in particular for high frequency variations in the

image B9].

Method Steps

Our new method islepictedasa flow chartin Figure3.1, It consists ofpreprocessing,

which have input image, determines the ROI, edge smoothing by Gaussian, and edge
detection ging "Soble " filtering , then phasel which is a greedy snaked phase?2

which implementeds a greedy snaladter shifting the control points position .

Notethat, the preprocessing (Gaussian, Soble filteigdg¢termined at start of phase2.
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\ "Gaussian filter& "Sobel" edge detection

'

First-phase greedy snakeget stable point

'

Calculate(shifting) for the new snake

Y
"Gaussian filter& "Sobel" edge detection

'

Second phase greedgnake ¢ get stable point

A 4
Output "OQ0I"

contour

Figure 3.1: Steps of the new proposed method "A Two- Phase Snake".

Now: We'll explain,in detaik, the consequenceseps to resolvéhe problems which

were mentioned in ouesearch. The following stepgxplain thisnew mechanism
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3.2.1 PreProcessing
- Definingthe ROI

After loading an image, the user must define an ROI around the OOI marinelyser
choose Snake Circle which drone by the progranh@wser can either draw a cirtlg
determines the center and the radius of the, ROplace the cdrol points one by one
around the OQIsee figure (3.2) Each of these choices have its own advantages and
disadvantages. When drawing a circle, the method will automatically initialize the snake
points evenly spaced at the perimeter of the circle weéhddsired density. This relieves
the user from having to set each snake point manually. However, in this manner some
points will be closer to the actual object contour while others will be much far away.
This disadvantage is eliminated when the userualiy sets the points, however, the
initialization process becomecumbersome and time consumintf the sets point is

little, that influence of the snake operating .

File Path

Imag =] | Criginal Image |

| filter image |

==
e T
e ———
—
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0e L | SnakeCircle User 13 1m0

05F | Error | 0

-8 15t Znd
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01r
S|gma 13 13
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]
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Figure 3.2: GUI testing .

So, toovercome thisywe will have a function that will subdivide in equal length interval
the line connecting two dots. By doing so the user will only have to define approximate
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shape around the objesith a tenof point and the function will provide us with several

subdivisions oreach segment to have smooth lines.

To do subdivision in equal lengtfunctionfirst computes the average distance between
all the snake control points add by thser.Then we iterates through all the snake
control points while removing points in parts tbe snake where the points are close
together compared to the average distance, also inserts new points in parts of the snake
where points are far apart compared to the average distance. When a new point is
inserted, it is inserted in the middle of theeliconnecting the two points that are far

apart

- EdgeDetection
We used edgenap,which is generated based on edge strefrgtin the orighal image
thathelps in the solution.For approximating the directional gradiei@and O of the

image fundbn "Ocfwy), we use convolution with Sobel filt¢8&§],[37] .

The operator uses tw@ 0o kernels which areonvolvedwith the original image= to
calculate approximations of thaerivatives one for horizontal changes, and one for
vertical.

P ¢ p p T P
O m T 7 20 ¢ ¢ m ¢ 20 3.1
P ¢ p p T P

Since the Sobel kernels can be decomposed as the products of an averaging and a
differentiation kernel, they compute the gradient with smoothing. For exai@plsn
be written as

p T P p
¢ M ¢ ¢ p T P 3.2
p T p p

The gradient magnitude used in the imagergy terms is then computed as :
O O O 3.3

Active contours try to improve on this by imposing desirable properties such as

continuity and smoothness to the contour of the object. This means that the active
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contour approach adds a certain réegof prior knowledge for dealing with the problem

of finding the object contour.

- EdgeSmoothing
Since all edge detection results are easily affected by image noise, it is essential to filter
out the noise to prevent false detection caused by nois&g]|rig smooth the image, a
Gaussian filter is applied to convolve with the imagéore computing the gradients
This step will slightly smooth the image to reduce the effects of obvious noise on the
edge detectaand increase the capture range of th&esndrom the image energy term
where'O afw is a two dimensional Gaussian with standard deviatiokiVhen strong
edges in the image are blurred by the Gaussian the corresponding gradient is also
smoothed which results in the snake coming undemtheence of the gradient forces
from a greater distance, hereby increasing the capture range of the snake. In3igure 3.

the concept of the imagmergy is illustrated.

0 l_, y
X
0 ﬁ
. WIGLHEAE -‘ o

(@) (b)

Figure 3.3: lllustration of the image energy

Figure 3.3 (a) The original image, showingoéack square on a white background. (b)
The image energy derived from the image energy, shown as a 3D swfszexplain
how the capture range is increased whest applying Gaussian convolution to the
image, since the image energy wolde focused only in the direct vicinity of the black

square
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3.2.2 Phase I'greedy snake"
The first phase executes as a typical greedy snake algorithm. Note that, a set of
parameteri snake energy is the continuity energy parametér is the curvature
energy parametef is the image energy parameteinis Gaussian parameteand
d & w "@uwst be initialized firstThe greedy snake algorithmhsefly explainedn
"chapter 1'was used it taleterminehe first boundary of OOlI, it startedth calculated

the image energy as
(¢ A O dw 2 ooy & 34

Based on scale space continuation, during this phase image energy is regenerated once
every certain amber of iterations with a decreased Gaussian si@maypically sigma

starts initially at 15 and decreases at a rate of 4 every 15 iterations. These parameters can
be adjusted according to the case depending on noise defsynovement of each

snale point is computed by looking at the neighborhobdixels around the snake point

and then moving the snake point to the position in the neighborhood which minimizes

the energy termThis phase continues until the number of unstable (moving) snake
pointsdrops below the thresholdQ . The contour resulting from this phase is used

to generate a starting contour for the second phase

As in Figure3.4, show the Pseudaodeof the greedy snake algorithm, which starts
with input s the image, determiROI, preprocessing using Gaussian then Sobel filter,
after that ittcomputeghe snake energy for all the control poimsighborhoodand

movingtoward theminimumenergy .
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3.2.3

Algorithm 1 A GREEDY SNAKE
Input: : determine ROI, parameters U, & and A
Output: Stop if only few points have moved

1 % n is the total number of snake control points

2 Index arithmetic for the snake control points is modulo n

3 Initialize the parameters U aand A

4 Do % Main loop that moves the snake points to new locations

5 for i=1 to n % The first and last point are the same in snhake

6 Emin = infinity

7 for j=1 to m % mis the neighborhood size

8 E() = U Eela(j) + a Ecurv() + A Eimg(j)

9 if E(j) <Emin then % Find location with min energy

10 Emin = E())

11 jmin = |

12 Move point  v(i) to location jmin

13 if ~jmin is not the current location then ptsmoved ++

14 % The process below determines where to relax ?

15 for i=1 to n % Calculate exact curvature

16 c() =1l u@ /T ud 1l - u(i+1) /| u+D)I M2
17 for i=1 to n% Findwhe retorelax?

18 it (c(i) > c(i - 1) and c(i) > c(i+1)

19 and c(i)>TH

20 and mag(v(i)) > TH - mag

21 then a(@)=0 % Relax ? if all conditions true

22 while  ptsmoved > TH - moved

23 % Stop if only few points have moved

Figure 3.4:Pseudo-code for the greedy snake algorithm[39].

Phase Il
- Initializing contour for the second phase
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3.2.4

As expl ained ear !l i er insectionBrltoimtalizéitbed s char act

contour for the second phase the method calculates a center point amid the stable points,
and moves those points to new positions accordirffye center poind o o is

calculated as the mean of the x and y coordinates tifeafitable points.

Letn cwhd M) who B ohd be the stable control points. The coordinates

andw are calculated as follows:

® - o E o 35
W -0 o E o 36
o who 3.7

Wherec(x,y) is the center positigmndry whod is the position of the stable points in

axesxy.

The new positiom] Gho of each point shifts to the middle distance between the

center and the point, and is calculated as follows:
B 0 - ® 38
B 0 -0 ® 39
After relocating the snake the greedy method resumes to find the final contour.

Terminationcriterion

When using the greedy methae have two stopping criteria

The first one is if theumbersof points that move at each iterations fall under a certain
threshold value. The other one being that the numbeerations reaches another
threshold value That mean the final step in the iteration of the gyesthke algorithm
consistf checkingwitherthe number of points moved in the iteration is below the
threshold.This is used as a stopping criterion asshake is presumed to have reached
minimum energy when most of the control points have stopped movingthéottis

ideais implementingon greedy snake in phase one amd.
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3.3

33.1

Now the results we have, when terondohasesnakestable, are often the contour of

the OOI, as we will see in the tasg (seechapted).

How the new method handles background clutter and boundary concavities

Background clutter

One of the problems that might prevent the snake from correctly findengptitours of
anobjectis background clutter which is the presence of noise in the image. If the image
contains noise edgethe initial snake curve has to be placed closer to the object contour

than otherwise the noise obstruct the active contour anémré from reaching and

converging on the interest objectds boundary

As noise in the image might results in the snake stopping short before coming in contact
with the image energy of the desired contour in the image. To prevent the snake from
getting suck in an undesired local minima created by noise, a techkipyenas scale

space continuation can be applied. This technique was presented in the original paper by
Kass et al. 3], as a way to immve thesnake'sability to find the desired object camir

even under the influence of noise.

We use this techniquwvice, in the first phasevhen implementingreedysnake
initialization fromoutsideand away fronthe objecicontour.

In the seconghhasewhen creating aewgreedysnakepointsfrom the centeof thefirst
snakethis helps us toeducethe noise othe imagedramaticallyhelpsmorefrom
reaching theedges othe desired objecespeciallyin both casesve usethe value ofl
from high to low it will change when performingumberof iteration,We'll explainthe

ideaas follows

The technique is rather straight forward.

computing the image energg we se@ (chapter4)

Then let the snake iterate while slowly reducing the value Wfhen firstusing larger
values for 0 the noise is mostly smoothed
areas. The large amount of blurring also increases the capture range of the snake by

making the influence of strong gradients stretch further awaytheiarea in which
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3.3.2

they reside.However the large amount of blurring used in the beginning results in the
snake doing a poor job of | ocalizing the
then slowly adapts to the finer details of the contour. In ordese¢cscale space

continuation effectively the image energy is submitted to-Max normalization.

EE1L 0 zZ 1 p p 3.10

Wherenorm O ) is the normalized image energgin O ) theminimum vdue of

the image energy and m& ) the maximum value of the image energy. After the
Min-Max normalization the maximum values for the normalized image energy takes on
the value 0 while the minimum 4. The normalization makes sure tha tange for

the image energy stays constant even when vatyilighis normalization of the image
energy was omitted the image energy would generally be lower when using large values

of 0O.

Boundary concavities

Concavities in the boundary of an objectg@aschallenge to active contour (snake)

methods. In this researcive present a twophase snake for efficiently detecting

contours of objects with boundary concavities. Our modifications to the interngl

thefirst internal energy term is the contityuenergy term. The main role of the

continuity energy term is to make even spacing between the snake points by minimizing
the difference between the average distance and the distance between neighboring snake
points,however the control points in the gdgesnake are more likely to be evenly

spaced. This is suitable for objects with concavities because the distance between snake

points should be relaxed in boundaoncavities.

For curvature energy, the goal is to control the smoothness of the cortteeeie
neighboringsnake pointsThe way in which thiserm is formulated affects trability of

shake points to progress into boundary concavities, such in greedy snake to computing
the curvature for each of the points in the neighborhood of the snakeipeththe

formula L iQ p CLIQ UVIQ p ,notethatif we haveagnitudea part

of the curve where thastterm would be greater than zer&ince the curve actually

does bend irigure 35(a) we achievethe desired results. Figure3.5 (b) the points in
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3.4

the curve are not equally spaced and even though the curve does not bend in this part we
notice that the term0 i "Q p CLIQ UVIQ p would be greater than zero.,

since the continuity term encourages even spacing @foihteol ponts suchwhen
implementing the idea in the two pha's, can successfully extract objects with

boundary concavities, and is insensitive to the number of initial gkes.

AV(SH')
Uj+1
v(sii) u;  V(s) V(Si1) u; V(Si)  uuq  V(Siv)
. ® e P
(a) (b)

Figure 3.5.: lllustration showing two different parts of the snake curve. (a) In this part
the curve is bending and the points are equally spaced since the two vectors u; and u;+1
have equal length. (b) In this part of the curve the true curvature is zero while the two

Vectors u; and u;+1have different lengths.

Sunmary

In this chapteatwo- phasesnake method was presented and discussed in details. It was
adding a second phase to the greedy algo(fttsnphasepfter shifting the snakie the first

phasdo a new stamposition, that ensures converging the OQlhe method introduced many
choicesto the user for defining the ROI manually. Othmeprovement was using scale space
continuation on both of the two snake phabes, was handling clutter background more
efficiently. Our method keeps the pointdlie snake equally spaced in the fipase ,which

was handling boundary concavities stronger .
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Chapter (4):

Evaluation
and

Results

42



4.1

CHAPTER Evaluation and Results

We implemented our method using MATLAB. Thmaplementation includes a user
interface through which the user load an image, specifies a ROI, specifies the set of
parameters, and starts the snake. The snake perfiratages, preprocessing, phasel

and phas2, and generates the final contour supposed on the image.

To test our method we compiled three test sets which include both real and synthesized
images. Image Set dontained images with cluttered background only, no boundary
concavities. Image Set 2 has images withnolawly concavities dy, no backround

clutter. While in Image Set 3 the images contained both background clutter and
boundary concavities. This arrangememéweges a variety of test cases. Thare run

using different inputs and parameters. The following subsectionsnpribe results for

each of these sets. In all test experiments, the ROl was specified as a circle and the
initial snake contained 50 control points equally spaced around the perimeter of the
circle. The interface shows accuracy indicated by an errorureeas

To quantifythe accuracy obur improvediwo- phasesnakemethod, we use thequare
root of the mean/average of the square of all of the éRMISE). The use oRMSE
makesan excellent general purpose error metric for numerical predictefned

correct object of interestsfollows:

VO YO -B , ,
Yu YO w 41

wherew is the new position of the points andis the correctly position of the point on

the boundarpf OOI, and n is the number of the error poiptsition.

In the following therearesubsections presetiite results in thregections:

Test Set 1: Images witBluttered Backgroundonly (no boundary concavities)

Images in this test set are selected to examine the performance of our method when only
the background clutter problem is present. The imagégare4.1,is a sample of this

set showing guavafruit on a cluttered background of leaves and branches.
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Figure 4.1: The original image "Test Set 1" .

A high degree of noise has been expldioatsideguavaby usingSobelfilter in Figure
4.2

Figure 4.2: Sobel filter of the original image "Test Set 1".

Figure4.3, 4.4 show the result of phasel and plzagsespectively, of our method on
the image ofFigure4.1 It took the snake 43 iterations to reach the contotiigore
4.3 based on the parameter values: p&, | T8y [ R, ¢ p Clearly,

first phase snake has not found the correct contour @juhea fruit

For phas2 as inFigure4.4, the parametersere| ¢k, m&,l P, p Y
neighborhood size 5, and the number of iterations 2asClearly, the second phase
shake could find the true contour of the guava fruit accurately. The first phase snake
could not find the contor because of the noise while the second phase snake avoided

the noise by shifting to a new location.
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4.2.

lter..Image - 43

Figure 4.3: The result of first phase-snake" Test Set 1".

Figure 4.4: The result of second phase-snake" Test Set 1". .

Test Set 2: Imagesith Boundary Concavitiesnly (no background clutter)

In this set, images are selected to examine the performance of our method when only the

boundary concavity problem is present.

The synthesized image Figure 4.5, is a sample of this set showing an object with

many deep boundary concavities. Kassbs tr at
other snakes fail to reach inside the concavities unless the control points were initially

placed inside the concavity.f we wish to have a correctly segment object with

boundary concavities using a snake we must make sure that the initial smd&eed

inside the concavityln this way the snake will be caught by the imagergy and stick

to the contour.
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Figure 4.6, andFigure 4.7, show the result of phasel and pl2asespectively, of our

method on the image dfigure4.5. It took the snake 88 iterations to reach the contour

in Figure 4.6, based on the parameter values p&y | pey; [ p&y i v;

iterations,Clearly,first phase snake has found the correct contour ddk

Figure 4.5: The original image "Test Set 2 .

ter_.._lmage _ - 88

Figure 4.6: The result of first phase-snake "Test Set 2 ".

For phas2 seeFigure 4.7, the parametersvere| ¢d; 1 ™, [ pP; i v;
., P VAOW0OO0 ¢ mmand the number of iterations wag6. Clearly, the snakes in

both phases could find the contour of the object. However, the carftdbe second

phase snake is more accurate with less errors.
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4.3.

ltere..._.Image 126

Figure 4.7: The result of second phase-snake" Test Set 2 ".

Test SeB: Images with Both Cluttered Background and Boundary Concavities

In this set, images are selected to examinepdréormance of our method when both

cluttered background and boundary concavity problampresent.

The real image irFigure 4.8, is a sample of this set showing #ower cluttered

backgroundf leavesand multiple deep boundary concavitiasd othedetails.

Figure 4.8: The original image " Test Set 3 ".

Figure4.9, and Figure4.10, showthe result of phasel and ph2seespectively, of our
method on the image ofFigure4.8. It took the snake 34 iterations to reach the contour
in Figure4.9 based on the parameter values p®I] pIY p®Ni  un, pu

Clearly, the snake fails in phdsbecause it could not overcome the background clutter,
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let alone to begin handling boundary concavities. However, whesntdee shifts and

performs phasg, it succeeds, as shownkigure 4.10i n f i ndi ng the object
and reaching inside the concaviti®#sefinal state of the second phase was reached after

52 iterations and he parameters were p&;7T p; p® s =5, pvv

a 6w 00 i T.TT

iter___Image _ :34

Figure 4.9: The result of first phase-snake" Test Set 3 ".

Clearly, the contour of the second phase snake is more accurate with less errors.

iter___Image .52

Figure 4.10: The result of second phase-snake" Test Set 3 ".

We observalso,thatgreedy snake hasn't found the contour because of the noise, but the
secondphasesnakefound the contour although the noise inithage, se&obelfilter in
Figure4.11.
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Figure 4.11: Sobel filter "Test Set 3 ".

Overall results

The following 3 tables summarize the results of multiple samples from eacketest

Table 4.1, test set 1 explains the performance of our method when only background
cluttered. Table 4.2, test set 2 explains the performance of our method when only

bounday concavities, and Table 4.2, test set 2 explains the performance of our method

when background cluttered and boundary concavitiesgeneral, the firsphase snake

fails to find the objectbdbs contour when eit|
hand, the secornphase snake finds the boundary and reaches inside concavities with

high accuracy as indicated by low error values.
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Table 4.1: Testset 1- Images with Cluttered Backgroundonly (no Boundary Concavities.

No. Image EdgeMap PhaselGreedy Snake" |Error | Time Error | Time

1 ' 7 5GP & ) 36.2288| 05.12 0 11.39
U: 1.6 b:1.0 2

2 2.6067 04.11 0 09.01

3 74.5789| 00.04 0 00.06




No. Image EdgeMap PhaselGreedy Snake" |Error |Time
4 TN : VO A R o0 W | 13.5204| 03.01
5 24.7831| 00.02
6 52.7941| 03.21

U 2.5 b 25,

5, iteration: 46

U:52.8: 25

Phase2

25, iteration: 115

Error | Time

0 13.73
2.8845 04.44
14.4376| 11.45
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Table 4.2: Testset 2 Images withBoundary Concavitiesonly (no cluttered background).

No. EdgeMap PhaselGreedy Snake" | Error | Time Phase2 Error | Time

1 5.1093 07.34 2.6067 14.11
-i
]
&
L |
.4
| ]
"
*

!'I
2 1.5 b:1.15
2 4.5608 05.22 0 09.47
1. 9%,: 1b.:81.,3,0: U: 5 b 0.5
5.7291 04.00 09.15
9 b:1.3 2: U: 5 b 0.6
52




No. Image EdgeMap PhaselGreedy Snake" |Error | Time Phase2 Error | Time
4 3.8700 07.11 4.6062 16.20
V] 2.6 b: 0.5 2
5 461225 04.50 6.6359 | 08.22
] U 1.45, b:1.15
6 27.2626 06.20 15.3173| 10.25

U: 6,1.5: 15, 1, iteration:96

U: 9 1.8, 19, 1Al iteration:105
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Table 4.3: Testset 3 Images withCluttered Background and Boundary Concavities

No. Image EdgeMap PhaselGreedy Snake" |Error | Time Phase2 Error | Time
1 S 24.8969| 04.00 0 10.07
U:1.5, b:1
2 0 02.09 0 03.11
U: 1h:51. 4, o:
3 29.19 03.20 7.3688 | 06.45
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